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a b s t r a c t

This paper presents control design for strict feedback nonlinear systems with time-varying output
constraints. An asymmetric time-varying Barrier Lyapunov Function (BLF) is employed to ensure
constraint satisfaction. By allowing the barriers to vary with the desired trajectory in time, the initial
condition requirements are relaxed. Through a change of tracking error coordinates, we eliminate the
explicit dependence of the BLF on time, thereby simplifying the analysis of constraint satisfaction. We
show that asymptotic output tracking is achieved without violation of the output constraint, and also
quantify the transient performance bound as a function of time that converges to zero. To handle
parametric model uncertainty, we present an adaptive controller that ensures constraint satisfaction
during the transient phase of online parameter adaptation. The performance of the proposed control is
illustrated through a simulation example.

© 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Driven by practical needs and theoretical challenges, the
rigorous handling of constraints in control design has become
an important research topic. Constraint-handling methods based
on set invariance (Hu & Lin, 2001; Liu & Michel, 1994), model
predictive control (Mayne, Rawlings, Rao, & Scokaert, 2000) and
reference governors (Bemporad, 1998; Gilbert & Ong, 2009)
are well established. Other notable methods include extremum
seeking control (DeHaan & Guay, 2005), nonovershooting control
(Krstic & Bement, 2006), adaptive variable structure control (Su,
Stepanenko, & Leung, 1995), and error transform (Do, 2010).

More recently, the use of Barrier Lyapunov Function (BLF) for
control of nonlinear systems with output and state constraints
has been proposed. BLFs have been used to design control for
output-constrained systems in strict feedback form (Tee, Ge, &
Tay, 2009b) and output feedback form (Ren, Ge, Tee, & Lee,
2010). Using an asymmetric barrier function allows relaxation of
the initial condition requirements (Tee et al., 2009b). The BLF-
based design framework accommodates adaptive control design
for handling not only parametric uncertainty (Tee et al., 2009b),
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but also function uncertainty through the use of neural networks
(Ren et al., 2010). BLF-based control design has also been used
for state-constrained systems in Brunovsky form (Ngo, Mahony,
& Jiang, 2005) and strict feedback form (Tee & Ge, 2009). In
addition, BLF-based control has been applied to practical systems,
such as electromagnetic oscillators (Sane & Bernstein, 2002),
electrostatic parallel plate microactuators (Tee, Ge, & Tay, 2009a),
and electrostatic torsional micromirrors (Zhu, Agudelo, Saydy, &
Packirisamy, 2008).

Besides static constraints considered in the above-mentioned
works involving BLFs, time-varying output constraints have also
been tackled, by using a time-varying BLF (Tee, Ge, Li, & Ren, 2009),
as well as multiple BLFs under a switching scheme (Yan & Wang,
2010). Different from Tee, Ge, Li, et al. (2009), which focused on a
symmetric BLF to handle symmetric output constraints, this paper
presents a generalization of the results based on an asymmetric BLF
that can handle asymmetric output constraints. Furthermore, an
adaptive version of the control is presented to dealwith parametric
model uncertainty. Through a change of tracking error coordinates,
we eliminate the explicit dependence of the BLF on time, thus
facilitating the adoption of an analysis framework similar to that of
Tee et al. (2009b) for the static constraint problem. The advantages
of the proposed control are summarized as follows:
(i) The control is able to handle an output constraint that is both

time-varying and asymmetric.
(ii) When time-varying asymmetric BLF is used, the output can

start from anywhere within the initial output constrained
space.
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Fig. 1. Static (left) and asymmetric time-varying (right) constraints. Dashed lines
represent the constraint boundaries.

(iii) For the known case, we quantify the decay of the bound for
the error state z as a function of time that converges to zero.

(iv) For the known case with constant output error bounds, the
origin of the closed loop error system is locally exponentially
stable.

(v) In the absence of output constraint, the control allows shaping
of the transient tracking error trajectory.

In what follows, Section 2 formulates the asymmetric time-
varying output constraint problem. Then, Section 3 presents
time-varying BLF-based control design for known and uncertain
systems, and addresses practical issues pertaining to initial output
conditions and robustness to disturbances. Lastly, Section 4
provides a simulation example that illustrates performance.

2. Problem formulation and preliminaries

Consider the strict feedback nonlinear system:

ẋi = fi(x̄i)+ gi(x̄i)xi+1, i = 1, 2, . . . , n − 1
ẋn = fn(x̄n)+ gn(x̄n)u
y = x1 (1)

where f1, . . . , fn, g1, . . . , gn are smooth functions, x1, . . . , xn are
the states, u and y are the input and output respectively, and
x̄i = [x1, x2, . . . , xi]T .We dealwith the class of time-varying asym-
metric output constraints (Fig. 1), which is general, and include
static (Tee et al., 2009b) and symmetric time-varying ones (Tee,
Ge, Li, et al., 2009) as special cases. Specifically, the output y(t) is
required to satisfy

kc1(t) < y(t) < kc1(t), ∀t ≥ 0 (2)

where kc1 :R+ → R and kc1 :R+ → R such that kc1(t) > kc1(t)
∀t ∈ R+.

The control objective is to track a desired trajectory yd(t)while
ensuring that all closed loop signals are bounded and that the
output constraint is not violated.

Assumption 1. The functions gi(x̄i), i = 1, 2, . . . , n, are known,
and there exists a positive constant g0 such that 0 < g0 ≤ |gi(x̄i)|
for y = x1 satisfying (2). Without loss of generality, we further
assume that the gi(x̄i) are all positive.

Assumption 2. There exist constants K ci and K ci i = 0, 1, . . . , n,

such that kc1(t) ≤ K c0 , kc1(t) ≥ K c0 and |k
(i)
c1 (t)| ≤ K ci , |k

(i)
c1 (t)| ≤

K ci , i = 1, . . . , n, ∀t ≥ 0.

Assumption 3. There exist functions Y 0:R+ → R+ and Y 0:R+

→ R+ satisfying Y 0(t) < kc1(t) and Y 0(t) > kc1(t) ∀t ≥ 0, and
positive constants Yi, i = 1, . . . , n, such that the desired trajectory
yd(t) and its time derivatives satisfy Y 0(t) ≤ yd(t) ≤ Y 0(t) and
|y(i)d (t)| ≤ Yi, i = 1, . . . , n, ∀t ≥ 0.
The following lemmata are useful for establishing constraint
satisfaction and performance bounds.

Lemma 1 (Tee et al., 2009b). Let Z := {ξ ∈ R: |ξ | < 1} ⊂ R and
N := Rl

× Z ⊂ Rl+1 be open sets. Consider the system

η̇ = h(t, η)

where η := [w, ξ ]T ∈ N , and h:R+ × N → Rl+1 is piecewise
continuous in t and locally Lipschitz in η, uniformly in t, on R+ × N .
Suppose that there exist functions U:Rl

× R+ → R+ and V1:Z →

R+, continuously differentiable and positive definite in their respective
domains, such that

V1(ξ) → ∞ as |ξ | → 1
γ1(‖w‖) ≤ U(w, t) ≤ γ2(‖w‖)

where γ1 and γ2 are class K∞ functions. Let V (η) := V1(ξ)+U(w, t),
and ξ(0) ∈ Z. If the inequality holds:

V̇ =
∂V
∂η

h ≤ 0

in the set ξ ∈ Z, then ξ(t) ∈ Z ∀t ∈ [0,∞).

Lemma 2 (Ren et al., 2010). For all |ξ | < 1 and any positive integer
p, the inequality log 1/(1 − ξ 2p) < ξ 2p/(1 − ξ 2p) holds.

3. Time-varying BLF-based control

To handle asymmetric time-varying output constraints, we
employ asymmetric time-varying barrier functions, which can also
handle symmetric output constraints (Tee, Ge, Li, et al., 2009), and
static ones (Tee et al., 2009b). We present control designs for both
known and uncertain versions of the plant, as well as practically-
motivated discussions on initial output conditions and robustness
to disturbances.

3.1. Control design for known system

The control design is based on backstepping with an asymmet-
ric time-varying barrier function.

Step 1: Denote z1 = x1 − yd and z2 = x2 − α1, where α1 is a
stabilizing function. Consider the time-varying asymmetric barrier
function:

V1 =
q(z1)
2p

log
k2pb1(t)

k2pb1(t)− z2p1
+

1 − q(z1)
2p

log
k2pa1 (t)

k2pa1 (t)− z2p1
(3)

where p is a positive integer satisfying 2p ≥ n so as to ensure
differentiability of the stabilizing functions αi, i = 1, . . . , n − 1.
The time-varying barriers are given by

ka1(t) := yd(t)− kc1(t) (4)

kb1(t) := kc1(t)− yd(t) (5)

q(•) :=


1, if • > 0
0, if • ≤ 0. (6)

Throughout this paper, for ease of notation, we abbreviate q(z1) by
q, unless otherwise stated.

Due to Assumptions 2–3, there exist positive constants kb1 , kb1 ,
ka1 and ka1 such that

kb1 ≤ kb1(t) ≤ kb1 , ka1 ≤ ka1(t) ≤ ka1 , ∀ t ≥ 0. (7)

By a change of error coordinates

ξa =
z1
ka1
, ξb =

z1
kb1
, ξ = qξb + (1 − q)ξa (8)
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for i = 1, . . . , n, we can rewrite (3) into a form that does not de-
pend explicitly on time:

V1 =
1
2p

log
1

1 − ξ 2p
. (9)

It is clear thatV1 is positive definite and continuously differentiable
in the set |ξ | < 1. The time derivative of V1 is given by

V̇1 =
qξ 2p−1

b

kb1(1 − ξ
2p
b )


f1 + g1(z2 + α1)− ẏd − z1

k̇b1
kb1



+
(1 − q)ξ 2p−1

a

ka1(1 − ξ
2p
a )


f1 + g1(z2 + α1)− ẏd − z1

k̇a1
ka1


. (10)

Design the stabilizing function α1 as

α1 =
1
g1
(−f1 − (κ1 + κ̄1(t))z1 + ẏd) (11)

where the time-varying gain is given by

κ̄1(t) =


k̇a1
ka1

2

+


k̇b1
kb1

2

+ β (12)

for any positive constants β and κ1. Note that β ensures that the
time derivatives of α1 are bounded even when k̇a1 and k̇b1 are both
zero. Substituting (8) and (11)–(12) into (10), and noting that

κ̄1 + q
k̇b1
kb1

+ (1 − q)
k̇a1
ka1

≥ 0 (13)

we obtain

V̇1 ≤ −
κ1ξ

2p

1 − ξ 2p
+ µ1g1z

2p−1
1 z2

where µ1 := q/(k2pb1 − z2p1 )+ (1 − q)/(k2pa1 − z2p1 ).
Step i (i = 2, . . . , n): Let zi = xi − αi−1, and consider the

quadratic functions Vi = z2i /2, i = 2, . . . , n. Design stabilizing
functions and control law as

α2 =
1
g2
(−κ2z2 − f2 + α̇1 − µ1g1z

2p−1
1 )

αi =
1
gi
(−κizi − fi + α̇i−1 − gi−1zi−1), i = 3, . . . , n

u = αn (14)
which yields the closed loop system
ż1 = −(κ1 + κ̄1)z1 + g1z2
ż2 = −κ2z2 − µ1g1z

2p−1
1 + g2z3

żi = −κizi − gi−1zi−1 + gizi+1, i = 3, . . . , n − 1

żn = −κnzn − gn−1zn−1 (15)
where the right hand side is piecewise continuous in t and locally
Lipschitz in z, uniformly in t . Then, we can show that the time
derivative of V =

∑n
i=1 Vi satisfies

V̇ ≤ −
κ1ξ

2p

1 − ξ 2p
−

n−
i=2

κiz2i . (16)

Lemma 3. The condition |ξ(t)| < 1 holds iff −ka1(t) < z1(t) <
kb1(t).
Proof. First, we show that |ξ(t)| < 1 ⇒−ka1(t) < z1(t) < kb1(t).
From (8), consider z1(t) ≤ 0 for some t > 0, which yields −1 <
ξa(t) ≤ 0. Since ξa = z1/ka1 for z1 ≤ 0, and ka1 > 0, we obtain
−ka1(t) < z1(t) ≤ 0. Similarly, considering z1(t) > 0 for some t >
0 yields 0 < ξb(t) ≤ 1 and, in turn, 0 < z1(t) < kb1(t) Combining
both cases, we conclude that −ka1(t) < z1(t) < kb1(t), ∀ t > 0.
To show that −ka1(t) < z1(t) < kb1(t) ⇒ |ξ(t)| < 1 is straight-
forward by a reverse procedure. �
Theorem 1. Consider the closed loop system (1), (11), (14), and
Assumptions 1, 2, 3. If the initial output y(0) satisfies kc1(0) < y(0) <
kc1(0), then the following properties hold.

(i) The error signals zi(t), i = 1, 2, . . . , n, are bounded by

−Dz1(t) ≤ z1(t) ≤ Dz1(t), ‖z2:n(t)‖ ≤ Dz2:n(t)

∀ t > 0, where the bounds Dz1 , Dz1 , and Dz2:n converge to zero as
follows:

Dz1(t) = kb1(t)

1 − e−2pV (0)e−ρt

 1
2p

Dz1(t) = ka1(t)

1 − e−2pV (0)e−ρt

 1
2p

Dz2:n(t) =


2V (0)e−ρt (17)

with ρ := min{2pκ1, 2κ2, . . . , 2κn} a positive constant.
(ii) The asymmetric time-varying output constraint is never violated,

i.e. kc1(t) < y(t) < kc1(t), ∀t > 0.
(iii) All closed loop signals are bounded.

Proof. (i) Based on the definitions of ka1 and kb1 in (4)–(5), we
rewrite the initial condition requirement as −ka1(0) < z1
(0) < kb1(0). This is equivalent to |ξ(0)| < 1, as follows from
Lemma 3. Then, Lemma 1 ensures that |ξ(t)| < 1 ∀t > 0.

From (16) and Lemma 2,we can show that V̇ (t) ≤ −ρV (t),
∀t > 0, where ρ = min{2pκ1, 2κ2, . . . , 2κn}. Integrating both
sides of the inequality yields V (t) ≤ V (0)e−ρt . Thus, we have
(1/2p) log(1/(1 − ξ 2p)) ≤ V (0)e−ρt , which leads to

ξ 2p ≤ 1 − e−2pV (0)e−ρt . (18)

Based on the coordinate transformation (8), it is obvious that
−Dz1(t) ≤ z1(t) ≤ Dz1(t) ∀t ≥ 0. Furthermore, from the fact
that 1

2

∑n
j=2 z

2
j (t) ≤ V (0)e−ρt , we can show that ‖z2:n(t)‖ ≤

√
2V (0)e−ρt ∀ t > 0.

(ii) Since |ξ(t)| < 1, we know that−ka1(t) < z1(t) < kb1(t) from
Lemma 3. Together with the fact that y(t) = z1(t)+ yd(t), we
infer that

− ka1(t)+ yd(t) < y(t) < kb1(t)+ yd(t) (19)

for all t > 0. From the definitions of ka1 and kb1 in (4) and (5)
respectively, we conclude that kc1(t) < y(t) < kc1(t) ∀t > 0.

(iii) The error signals zi(t), i = 1, . . . , n, and the state x1(t), are
bounded, as shown in (i) and (ii). Using (7), we obtain constant
bounds for z1 as −ka1 < z1(t) < kb1 , and we know that ka1 ,
kb1 are bounded away from 0. Furthermore, we estimate the
bounds |k̇b1 | ≤ Y1 +K c1 and |k̇a1 | ≤ Y1 +K c1 from (4)–(5) and
Assumptions 2–3.

Then, based on (11), we can show that the stabilizing
function α1(t) is bounded. This leads to boundedness of x2(t),
from x2 = z2 + α1.

By signal chasing, we can progressively show that αi(t),
i = 3, . . . , n−1, are bounded. Thus, the boundedness of state
xi+1(t) can be shown. With x̄n(t), z̄n(t) bounded, and |ξ(t)|
< 1 ∀ t > 0, we conclude that the control u(t) is bounded.
Hence, all closed loop signals are bounded. �

Corollary 1. If ka1 and kb1 are constants, the origin of the closed loop
system (15) is locally exponential stable.

Proof. Since 1 − e−2pV (0)e−ρt
≤ 2pV (0)e−ρt , it follows, from (17),

that z1(t) is upper and lower bounded by exponentially decreasing

functions kb1

2pV (0)e−ρt

 1
2p and −ka1


2pV (0)e−ρt

 1
2p , respec-

tively,∀t > 0. Togetherwith the fact that‖z2:n(t)‖ ≤
√
2V (0)e−ρt ,

we conclude that z = 0 is locally exponential stable. �
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3.2. Handling parametric uncertainty

This section presents BLF-based adaptive control design that
ensures constraint satisfaction and asymptotic output tracking,
despite perturbations induced by transient online parameter
adaptation. Specifically, we deal with uncertainty in linearly
parameterizable nonlinearities

fi(x̄i) = θ Tψi(x̄i), i = 1, . . . , n (20)
where θ , a vector of constant uncertain parameters, belongs to the
known compact set Ωθ , and ψ ∈ Rl is a regressor. Let θ̂ be an
estimate of θ , θ̃ := θ̂ − θ , and ζ := [yd, ka1 , kb1 ]

T . Consider the BLF
candidate:

V =
1
2p

log
1

1 − ξ 2p
+

n−
i=2

1
2
z2i +

1
2
θ̃ TΓ −1θ̃ . (21)

The control is designed, based on adaptive backstepping with
tuning functions (Krstic, Kanellakopoulos, & Kokotovic, 1995), as
follows:

α1 =
1
g1


−θ̂ Tω1 − (κ1 + κ̄1(t))z1 + ẏd


α2 =

1
g2


−θ̂ Tω2 − κ2z2 +

∂α1

∂x1
g1x2 +

1−
j=0

∂α1

∂ζ (j)
ζ (j+1)

+
∂α1

∂θ̂
Γ τ2 − µ1g1z

2p−1
1



αi =
1
gi


−θ̂ Tωi − κizi − gi−1zi−1 +

i−1−
j=1

∂αi−1

∂xj
gjxj+1

+

i−1−
j=0

∂αi−1

∂ζ (j)
ζ (j+1)

+
∂αi−1

∂θ̂
Γ τi +

i−1−
j=2

∂αj−1

∂θ̂
Γωizj


ω1 = ψ1, τ1 = µ1ω1z

2p−1
1

ωi = ψi −

i−1−
j=1

∂αi−1

∂xj
ψj, i = 2, . . . , n

τi = τi−1 + ωizi, i = 2, . . . , n

u = αn
˙̂
θ = Γ τn. (22)

where κ̄1(t) is defined in (12). This yields

V̇ ≤ −
κ1ξ

2p

1 − ξ 2p
−

n−
i=2

κiz2i . (23)

Theorem 2. Consider the plant (1)with parametric uncertainty (20),
under Assumptions 1–3, and adaptive control (22). If the initial output
y(0) satisfies kc1(0) < y(0) < kc1(0), then the following properties
hold.
(i) The error signals zi(t), i = 1, 2, . . . , n, are bounded by

−Dz1(t) ≤ z1(t) ≤ Dz1(t), ‖z2:n(t)‖ ≤


2V̄ (0)

for all t > 0, where

Dz1(t) = kb1(t)

1 − e−2pV̄ (0)

 1
2p

Dz1(t) = ka1(t)

1 − e−2pV̄ (0)

 1
2p

V̄ =
1
2p

log
1

1 − ξ 2p(0)
+

n−
i=2

1
2
z2i (0)

+
1
2
λmax(Γ

−1) max
θ∈∂Ωθ

‖θ̂ (0)− θ‖2
where λmax(•) is the maximum eigenvalue of (•), and ∂(•) the
boundary of set (•).

(ii) The asymmetric time-varying output constraint is never violated,
i.e. kc1(t) < y(t) < kc1(t), ∀t > 0.

(iii) All closed loop signals are bounded.
(iv) The error z(t) → 0 as t → ∞.
Proof. The proof for parts (i)–(iii) are similar to that of Theorem 1.
The main difference is that the transient bound for z(t) is not
quantified as a function of time that converges to zero, since we
are unable to rewrite (23) into the form V̇ ≤ −ρV for any ρ > 0.
Nevertheless, we are able to show that z(t) → 0 as t → ∞ for part
(iv). From (23), using the LaSalle–Yoshizawa Theorem, it follows
that limt→∞(κ1ξ

2p/(1−ξ 2p)+
∑n

i=2 κiz
2
i ) = 0. Thus, we conclude

that z(t) → 0 as t → ∞. �

Remark 1. The set of feasible initial conditions kc1(0) < y(0) <
kc1(0) in Theorems 1 and 2 is maximal in the sense that the output
is able to start from anywhere in the initial constrained output
space, i.e. kc1(0) < y(0) < kc1(0), and satisfies kc1(t) < y(t) <
kc1(t) ∀t > 0. In the special case when kc1 and kc1 are constant, the
proposed control renders the set kc1 < y < kc1 positively invariant.

Remark 2. In some applications, transient error bounds, not
output constraints, need to be enforced. This can be accommodated
in thedesignbydirectly specifying kb1(t) and ka1(t), while omitting
kc1(t) and kc1(t).

3.3. Initial output outside constraint region

Practical applications may demand that the output start from
outside the constraint region. To accommodate this requirement
within our control design framework, we augment a new segment
of output constraint y ∈ (kc0 , kc0), which extends backwards in
time from the start of the original constraint y ∈ (kc1 , kc1). The
new composite constraint is described by y ∈ (kc, kc), where

kc =


kc0(t), t ∈ [−t0, 0)

kc1(t), t ∈ [0,∞)
, kc =


kc0(t), t ∈ [−t0, 0)

kc1(t), t ∈ [0,∞)

and t0 > 0 denotes the duration for the output to enter the con-
straint region from its initial value. When designing kc0(t) and
kc0(t), we need to ensure that kc(t) and kc(t) satisfy the differen-

tiability conditions in Assumption 2, namely |k
(i)
c (t)| ≤ K ci and

|k(i)c (t)| ≤ K ci , i = 1, . . . , n, ∀t ∈ [−t0,∞), where K ci and K ci
are positive constants. This ensures that k(i)c0 (0) = k(i)c1 (0) and

k
(i)
c0 (0) = k

(i)
c1 (0), i = 0, . . . , n − 1. Furthermore, for initial output

y
0

≤ y(−t0) ≤ y0, we require that

kc0(−t0) > y0, kc0(−t0) < y
0
.

Then, starting from initial time t = −t0, the proposed control en-
sures that the output is boundedwithin the augmented constraint,
i.e. y(t) ∈ (kc0(t), kc0(t)) for t ∈ [−t0, 0). Thereafter, the output
satisfies the original constraint, i.e. y(t) ∈ (kc1(t), kc1)(t) for t ∈

[0,∞).

3.4. Handling bounded disturbances

The proposed control can also be modified to handle bounded
disturbances by dominating the disturbances with adaptive
estimates of their bounds, similar to the approach in Ren et al.
(2010). Consider the plant (1) with disturbances:
ẋi = fi + gixi+1 + di(t), i = 1, . . . , n − 1

ẋn = fn + gnu + dn(t) (24)
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where |di(t)| ≤ Di with Di > 0, i = 1, . . . , n, constant disturbance
bounds. We augment the stabilizing functions and input in (14)
with compensation terms that contain adaptive estimates D̂i of the
disturbance bounds:

α1,d = α1 −
D̂1

g1
tanh


η1

δ1


αi,d = αi + α̇i−1,d − α̇i−1 −

D̂i

gi
tanh


ηi

δi


, i = 2, . . . , n

ud = αn,d

˙̂Di = γi


ηi tanh


ηi

δi


− σ D̂i


(25)

where η1 = µ1z
2p−1
1 , ηi = zi for i = 2, . . . , n, and δi, γi, σ are

positive constants.

Theorem 3. Consider the plant with bounded disturbances (24),
under Assumptions 1–3 and augmented control (25). If kc1(0) <
y(0) < kc1(0), then kc1(t) < y(t) < kc1(t) ∀t > 0. Further, if there
exists a positive number td such that, for t ≥ td, di(t) ≡ 0, i =

1, . . . , n, then limt→∞ z(t) = 0.

Proof. ConsiderVd = V+
∑n

i=1 D̃i
2
/2γi, whereV is defined in (21).

It can be shown, using the identity ηi tanh(ηi/δi)−|ηi| ≤ 0.2785δi,
that

V̇d ≤ −
κ1ξ

2p

1 − ξ 2p
−

n−
i=2

κiz2i +

n−
i=1

Di


|ηi| − ηi tanh


ηi

δi


+

n−
i=1

D̃i


γ−1
i

˙̂Di − ηi tanh

ηi

δi


≤ −ρVd + c (26)

in the set |ξ | < 1, where ρ = mini {2pκ1, 2κi, σγi} and c =
∑n

i=1
Di(σDi/2 + 0.2785δi) are positive constants. Then, from Ren et al.
(2010, Lemma 1), we have that −ka1(t) < z1(t) < kb1(t) ∀t > 0,
and we can show that the output remains constrained despite the
disturbances, i.e. kc1(t) < y(t) < kc1(t) ∀t > 0.

Next, since di(t) ≡ 0 for t ≥ td, we have

V̇d ≤ −ρVd −

n−
i=1

Diηi tanh

ηi

δi


, t ≥ td. (27)

From the fact that Diηi tanh(
ηi
δi
) ≥ 0, we obtain that V̇d ≤ −ρVd

for t ≥ td. Along the lines of Theorem 1(i), it can be shown that
−Dz1(t) ≤ z1(t) ≤ Dz1(t), and ‖z2:n(t)‖ ≤ Dz2:n(t) ∀ t > td, where

Dz1(t) := kb1(t)

1 − e−2pV (td)e−ρ(t−td)

 1
2p

Dz1(t) := ka1(t)

1 − e−2pV (td)e−ρ(t−td)

 1
2p

Dz2:n(t) :=


2V (td)e−ρ(t−td). (28)

Since Dz1(t), Dz1(t), and Dz2:n(t) converge to 0, we conclude that
limt→∞ z(t) = 0. �

4. Simulation

We present a simulation study to illustrate the performance of
the proposed control. Consider the system:

ẋ1 = 0.1x21 + x2
ẋ2 = 0.1x1x2 − 0.2x1 + (1 + x21)u
Fig. 2. The output y corresponding to two representative initial points.

Fig. 3. The tracking error z1 corresponding to two representative initial points.

with output y = x1. The objective is for y(t) to track a desired tra-
jectory yd(t) = 0.5 sin t subject to asymmetric output constraints
kc1(t) = 0.6 + 0.1 cos t and kc1(t) = −0.5 + 0.4 sin t . We apply
the control (14) with design parameters κ1 = κ2 = 2 and β = 0.1.
Consider two representative initial points, x(0) = (0.4, 2.5) and
x(0) = (−0.3,−2), which we annotate as initial conditions 1 and
2, respectively. Fig. 2 shows that the output trajectories always sat-
isfy the asymmetric constraint kc1(t) < y(t) < kc1(t) for all t > 0,
and converge to the desired trajectory yd(t). Fig. 3 shows that
the tracking error trajectories z1(t) are initially repelled from the
bounds kb1(t) and −ka1(t), but eventually converge to 0. Indeed,
we observe that z1(t) for initial condition 1 is upper-bounded by the
performance bound Dz1(t) and z1(t) for initial condition 2 is lower-
bounded by −Dz1(t). For ease of illustration, we omit −Dz1(t) for
initial condition 1 and Dz1(t) for initial condition 2, since the actual
trajectories do not approach these bounds.

5. Conclusions

We have presented a control for strict feedback nonlinear
systems with asymmetric time-varying output constraints. We
have employed an asymmetric time-varying BLF to prevent
transgression of the output constraint, and shown that the
output is able to start from anywhere in the initial constrained
output space. Asymptotic output tracking has been achieved, and
transient performance bound has been quantified as a function
of time that converges to zero. An adaptive controller, which
ensures constraint satisfaction during the transient phase of online
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parameter adaptation, has also been proposed. The results in
this paper are not only applicable to a larger class of constraint
problems, but also improves the performance and enlarges the
set of admissible initial outputs when applied to static output
constraints.
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