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ABSTRACT

The miRNA pathway has three segments––
biogenesis, targeting and downstream regulatory
effectors. We aimed to better understand their cellu-
lar control by exploring the miRNA-mRNA-targeting
relationships. We first used human evolutionarily
conserved sites. Strikingly, AGOs 1–3 are all among
the top 14 mRNAs with the highest miRNA site
counts, along with ANKRD52, the phosphatase
regulatory subunit of the recently identified AGO
phosphorylation cycle; and the AGO phosphoryla-
tion cycle mRNAs share much more than expected
miRNA sites. The mRNAs for TNRC6, which acts
with AGOs to channel miRNA-mediated regulatory
actions onto specific mRNAs, are also heavily
miRNA-targeted. In contrast, upstream miRNA
biogenesis mRNAs are not, and neither are down-
stream regulatory effectors. In short, binding site
enrichment in miRNA targeting machinery mRNAs,
but neither upstream biogenesis nor downstream
effector mRNAs, was observed, endowing a cellular
capacity for intensive and specific feedback control
of the targeting activity. The pattern was confirmed
with experimentally determined miRNA-mRNA tar-
get relationships. Moreover, genetic experiments
demonstrated cellular utilization of this capacity.
Thus, we uncovered a capacity for intensive, and
specific, feedback-regulation of miRNA targeting
activity directly by miRNAs themselves, i.e. segment-
specific feedback auto-regulation of miRNA pathway,

complementing miRNAs pairing with transcription
factors to form hybrid feedback-loop.

INTRODUCTION

MicroRNAs (miRNA), an evolutionarily conserved
category of non-coding RNAs, are vital transcrip-
tome regulators. Components and segments of the
miRNA pathway––biogenesis, targeting and regulatory
actions––are well understood. Aberrancies in the pathway
are frequently associated with human diseases, such as
cancer (1,2). However, how cells control the pathway is
not clear yet, and the complexity of the miRNA–mRNA
targeting relationship is a critical challenge.

Most miRNA biogenesis starts from RNA polymerase II
production of pri-miRNA transcripts. The Drosha RNase
III enzyme, with help from the RNA binding protein
DGCR8, processes the pri-miRNA into pre-miRNAs, with
one pri-miRNA producing up to 6 pre-miRNAs. Some
pre-miRNAs are generated directly from mRNA introns
and, thus, bypass the pri-miRNA and Drosha processing
steps (3). The pre-miRNAs move, mainly via the Exportin-
5 (XPO5) nucleocytoplasmic shuttle, out of nucleus into
cytoplasm. The Dicer1 RNase III enzyme, in cooperation
with the RNA binding protein TARBP2, processes the pre-
miRNA into a mature 22-nucleotide long miRNA (4–6).
The miRNA is then loaded onto the Argonaute (AGO) pro-
teins to exert regulatory actions onto target mRNAs via
base pairing between its seed sequence, which in human is
only six to eight nucleotide long, and cognate binding sites.

The loaded AGOs, together with the p-body (process-
ing body) scaffold protein TNRC6 (Trinucleotide Repeat
Containing 6) they recruit, form the core of the miRNA
targeting machinery, bridging upstream miRNA biogene-
sis to downstream regulatory effectors. The AGO PAZ do-
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main binds to the 3′-end of loaded miRNA, and the PIWI
domain to the 5′-end, orienting the miRNA to facilitate
base pairing with target mRNAs. Meanwhile, loaded AGOs
disassociate from TARBP2 and DICER1 (6), and recruit
TNRC6A/B/C. The TNRC6s, in turn, recruit downstream
effectors – general translation inhibition and/or mRNA
destabilization machinery such as the CCR4-NOT and
PAN2–PAN3 complexes. Thus, the AGOs, together with re-
cruited TNRC6s, channel miRNA-mediated regulatory ac-
tions onto specific target mRNAs. Given such importance,
it is not surprising that AGOs are regulated by many post-
translational mechanisms (7). For instance, there are multi-
ple phosphorylation sites and multiple cognate protein ki-
nases (7–11).

Recently, Golden et al. discovered an AGO phosphory-
lation cycle (12), which was soon independently confirmed
in both human cells and in Caenorhabditis elegans (13), re-
vealing a new layer of regulation of miRNA targeting ac-
tivity. Through iterative rounds of CRISPR/Cas9 library
screening for regulators of miRNA pathway, they identi-
fied ANKRD52 and PPP6C––interacting components of
protein phosphatase 6 (PPP6) complex––and cognate pro-
tein kinase CSNK1A1. Briefly, miRNA–mRNA binding
triggers CSNK1A1 phosphorylation of AGO2 on multi-
ple serine residues (S824–S834), which are evolutionarily
conserved in all AGO proteins and are within a struc-
turally unresolved loop of the PIWI domain near the
miRNA–target interface (12,13). The phosphorylation dis-
rupts AGO–miRNA binding to mRNAs (13). Meanwhile,
PPP6 de-phosphorylates AGO2, presumably preparing it
ready for the next target binding and phosphorylation cy-
cle. Thus, the AGOs, ANKRD52, PPP6C and CSNK1A1
form a functional module within the miRNA targeting ma-
chinery (12,13).

The shortness of miRNA seed sequence leads to a com-
plexity in the miRNA–mRNA target relationship. It enables
individual miRNAs to target multiple, and sometimes a
large number of, mRNAs; conversely, one mRNA can have
binding sites for potentially a large number of unique miR-
NAs. Unfortunately, the shortness also means low signal-
to-noise ratio in transcriptome-wide miRNA binding site
identification efforts. Though somewhat mitigated by ana-
lyzing evolutionary conservation or combinatorial patterns
of multiple miRNA binding sites (14–16), this technical dif-
ficulty is perhaps why the complexity remains largely under-
appreciated. Current research focuses mostly on individual
binding sites instead of the overall binding site distribution
pattern, such as the study of miRNA functions in cell cycle
regulation (17,18) and in cancers (1,2).

The miRNA binding site distribution is, however, likely
a rich source for functional exploration. In transcription
regulation, the notion of functionally related genes shar-
ing common transcription factor (TF) binding sites has
long been a fruitful assumption (19,20). It is conceivable to
assume the same in miRNA-mediated transcriptome reg-
ulation. Moreover, TF binding site distribution often re-
veals feedback regulation. It can be a TF binding to its
sites within its own genomic regulatory regions to feedback-
control transcription (21). There are also numerous reports
of a miRNA pairing with a TF in a feedback loop; the

miRNA regulates the TF mRNA, and the latter regulates
the miRNA gene’s transcription (2,22,23). A computational
study has shown enrichment of such loops in the human
regulatory network (24). As for miRNA pathway itself,
DICER1 is directly feedback-controlled by miR-103/107
and Let-7 in human (25,26). And, in C. elegans, the alg-1
AGO ortholog is directly regulated by mir-71 (27). How-
ever, it is unclear to which extent the pathway is directly
feedback-controlled in this manner.

Thus, this study explored the distribution of evolutionar-
ily conserved miRNA binding sites in the human transcrip-
tome and, fortunately, shed new light onto cellular control
of the miRNA pathway. Among heavily miRNA-targeted
mRNAs, i.e. the mRNAs with highest predicted miRNA
binding site counts, we detected significant enrichment of
miRNA targeting machinery mRNAs, but neither upstream
miRNA biogenesis nor downstream effector mRNAs. The
AGO phosphorylation cycle mRNAs best exemplified the
enrichment, and also share more than expected common
miRNA binding sites. Thus, our analysis uncovered a cellu-
lar capacity for intensive and specific auto-feedback regula-
tion of miRNA targeting activity by miRNAs themselves.
Moreover, genetic experiments demonstrated cellular uti-
lization of this capacity and strong repression of miRNA
targeting activity mRNAs. The results also imply miRNA
binding site distribution as a rich resource for further func-
tional exploration.

MATERIALS AND METHODS

Evolutionarily conserved miRNA binding sites

To alleviate the high noise issue associated with compu-
tational miRNA binding site prediction, we restricted our
analysis to evolutionarily conserved binding sites for con-
served miRNA families in human and mouse. The set of
sites and their cumulative weighted context++ scores were
downloaded from the TargetScan database 7.2 in July 2018
(14). At the time of download, this was the most current ver-
sion. For human, the dataset contains 120,702 evolutionar-
ily conserved miRNA binding sites in the 3′-UTRs of 13,035
genes. We have previously used the dataset of TargetScan
7.1 (28), with which all observations of this study were orig-
inally made. During our updating to the new version, we
noticed a severe shortening of the AGO2 3′-UTR to 895
base pairs in TargetScan 7.2, which is not consistent with
the current AGO2 gene model. So, just for AGO2, we con-
tinued to use its information in TargetScan 7.1.

Wildtype and miRNA biogenesis deficient mutant RNA-seq
datasets and analyses

We downloaded the wildtype and Dicer1−/− mouse embry-
onic stem cell Illumina HiSeq2000 RNA-seq dataset from
the NCBI GEO database (accession number GSE55338).
In the mutant Dicer1−/- cells, the exon coding for the
majority of the second RNaseIII domain was removed.
Consequently, the mutant cells express a mutant Dicer1
mRNA and a non-functional mutant Dicer1 protein with
an internal in-frame 90-amino-acid deletion (29), and were
nearly devoid of mature miRNAs (30). The dataset contains
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two wildtype, and three Dicer1−/− mutant, replicates. The
paired-end sequencing reads were aligned to the mouse ref-
erence genome (mm10) with the STAR alignment software,
followed by gene expression level determination with the
HTSeq-count software. The counts were then converted to
reads per kilobase of transcript, per million mapped reads
(RPKM).

We also downloaded the wildtype and Drosha−/−
HCT116 cell Illumina HiSeq2500 RNA-seq dataset from
the NCBI GEO database (accession number GSE80258).
The HCT116 cell has been a good choice for genomic-
editing due to its near diploid. For this dataset, the
Drosha−/− variant was generated by a TALEN-Cas9 in-
duced frameshift mutation, resulting in non-functional
Drosha protein and abolishment of canonical miRNA pro-
duction (31). The sequencing reads in the comparative
RNA-seq dataset were aligned to the human reference
genome (hg38) with the STAR alignment software, followed
by gene expression level determination with the HTSeq-
count software. The counts were then converted to reads per
kilobase of transcript, per million mapped reads (RPKM).

Public HCT116 cell miRNA-seq dataset and analysis

We downloaded the HCT116 miRNA-seq dataset from
the NCBI GEO database (accession number GSE77989)
(31). The dataset contains three replicates for wildtype
HCT116 cells. The FASTQ sequences produced from an Il-
lumina MiSeq sequencer were aligned to the human refer-
ence genome (hg38) by the Bowtie2 alignment software. By
comparing with genomic coordinates of miRNAs (obtained
from mirbase.org), miRNA reads were chosen and counted.
The counts were then converted to read per million mapped
reads (RPM), followed by average RPM calculation.

Polysome profiling analysis

Polysomes were isolated as previously described with the
Biocomp Instruments Inc. gradient maker and fractiona-
tor equipment (32). Briefly, the cells were treated with 100
�g/ml cycloheximide for 15 min at 37◦C, 5% CO2 and then
washed twice with cold DPBS. The cells were lysed with lysis
buffer (10 mM Tris pH 7.5, 100 mM KCl, 5 mM MgCl2, 1
mM DTT, 0.5% Triton X-100, 1× protease inhibitor cock-
tail (EDTA-free), 200 units/ml of RNase inhibitor). Col-
lected cytoplasmic lysates were loaded on top of a 10–60%
sucrose gradient, followed by centrifugation in a Beckman
SW41 rotor at 390 000 g at 4◦C for 2 h. The gradient was
fractioned into 25 fractions. The heavy (10-mer or more)
and light (2- to 9-mer) polysome fractions, identified based
on the OD260 profile of the fractionation process, were col-
lected for total RNA isolation.

The total RNA samples were processed for NGS se-
quencing analysis. The samples were first treated with
DNase I to degrade any possible DNA contamination.
Then the mRNA was enriched by using the oligo(dT) mag-
netic beads. The mRNA was fragmented into short frag-
ments (∼200 bp). Then the first cDNA strand was syn-
thesized by using random hexamer-primer. Buffer, dNTPs,
RNase H and DNA polymerase I were then added to syn-
thesize the second strand. The double stranded cDNA was

purified with magnetic beads followed by end reparation
and 3′-end single nucleotide A (adenine) addition. Finally,
sequencing adaptors were ligated to the fragments, and the
fragments were enriched by PCR amplification. Following
qualify control and quantification, the libraries were ana-
lyzed on a BGI America DNBseq sequencer.

The raw sequencing reads were pre-processed to filter out
low quality reads and to remove the multiplexing barcode
sequences. The dataset has been deposited into the NCBI
GEO database (access number GSE134818). In this study,
the reads were analyzed in the same way as described above
for downloaded public RNA-seq datasets.

Experimentally determined miRNA binding sites

We downloaded the miRTarBase release 7.0 (September
2017 release) human data from its websites in July 2018
(33,34). At the time of download, this was the most cur-
rent version. In this study, only CLIP-seq generated data
was used, in order to ensure the data was generated in a
comprehensive and unbiased manner. The data was used as
a list of experimentally determined miRNA–mRNA target
relationship.

Computer software

The open source software package R (version 3.3) in-
stalled on a Mac Pro desktop computer was used for
data analysis and plotting. For non-normal data, the
Mann–Whitney–Wilcoxon tests were performed with the
wilcox.test() method. For normal data, the t-tests were per-
formed with the t.test() method. As for correlation anal-
ysis, the default Pearson correlation was used for normal
data, and the Spearman correlation for non-normal data.
For Loess regression, the loess() method was used.

Sliding window analysis

The mRNAs were sorted/ranked based on the specified
metric. A window refers to a segment of the ranking, and
the window size specifies the segment length, i.e. the num-
ber of mRNAs in a segment. The window slid from one end
of the ranking, one position per step, to the other end of
the ranking. At each step, the parameters of interest were
calculated for the window.

RESULTS

The miRNA binding site distribution pattern

We recently studied miRNA binding site distribution in the
human transcriptome (28). The distribution has long been
known to be un-even; a small number of miRNAs target
extra-ordinarily high numbers of mRNAs, and a small num-
ber of mRNAs contain extra-ordinarily high numbers of
binding sites (35). Using evolutionally conserved miRNA–
target relationships in the TargetScan database (14), we
showed that the miRNA binding site distribution pattern
can be described quantitatively by the so-called scale-free
relationship (P(k) ∝ (K + a)−�, with P(K) as the number of
mRNAs containing K unique binding sites; a and α positive
constants) (28), which is commonly seen in many domains
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of biology such as regulatory networks and protein family
size distribution (36–39). This is shown in Figure 1. The Tar-
getScan 7.2 dataset identifies 13 035 mRNAs with at least
one conserved 3′-UTR miRNA binding site. Overlapping
sites were counted as one site in this study. A small num-
ber of mRNAs (24, <0.2%) are predicted to be extremely
miRNA-targeted, each with 60 or more sites. The vast ma-
jority of the mRNAs have much fewer sites; >50% of the
mRNAs (6926) have five or fewer sites (Figure 1).

Herein, we explored two functional aspects of the distri-
bution pattern: first, the cellular functions of the top pre-
dicted miRNA-targeted mRNAs; and second, the overall
enhancement of cellular capacity for repression of the top
mRNAs by the extreme enrichment of predicted binding
sites and the utilization of this capacity for selected mRNA
functional groups under specific experimental conditions.
The latter is encouraged by the previously observed impact
of miRNA site count on mRNA repression levels (40,41).

Enrichment of AGO phosphorylation cycle mRNAs among
top miRNA-targeted mRNAs

We first explored the predicted top miRNA-targeted mR-
NAs. We speculated that, if a cellular function was con-
trolled primarily by miRNAs, relevant mRNAs should be
enriched among the top mRNAs, i.e. those with highest
TargetScan conserved miRNA binding site counts. In the
case of the miRNA pathway itself, such enrichment implies
direct feedback control. Thus, the human mRNAs were
ranked based on their binding site counts. We also used the
histogram in Figure 1 for schematic interpretation of the site
counts of individual mRNAs, i.e. how much a mRNA is pre-
dicted to be miRNA-targeted, relative to the whole human
transcriptome.

The top 14 mRNAs with highest predicted miRNA bind-
ing site counts in their mRNA 3′-UTRs are listed in Table
1, section A. Consistent with previous analyses, TFs are in
the list; for instance, the top ranked ZBTB20 is a zinc finger
TF. This is not surprising since miRNAs, as discussed ear-
lier, frequently pair with TFs to form feedback regulation
loops. They also revealed an obvious enrichment of mR-
NAs for the AGO phosphorylation cycle proteins. Remark-
ably, AGO1, AGO2 and AGO3 are all in the list. AGO1
is the fifth ranked mRNA, AGO2 the 6th and AGO3 the
11th. Even more significantly, ANKRD52––the mRNA for
regulatory subunit of the ANKRD52-PPP6C PPP6 phos-
phatase complex––is ranked the second. This enrichment
of AGO1-3 and ANKRD52 mRNAs is illustrated schemat-
ically with blue symbol and text in Figure 1. They are all
located to the right of the 0.2% line and, thus, ranked within
the top 0.2%, This result suggests that the miRNA regu-
latory system likely targets the AGO phosphorylation cy-
cle directly, constituting a major feedback auto-regulatory
loop.

Next, we examined CSNK1A1 and PPP6C, the respec-
tive protein kinase and phosphatase in the AGO phospho-
rylation cycle. Consistent with our hypothesis, CSNK1A1
and PPP6C are both heavily miRNA-targeted, with 39 and
38 predicted miRNA binding sites, respectively. CSNK1A1
was ranked at the 198th, and PPP6C at the 223rd, both
within the top 2% among the 13 035 genes with at least one

conserved 3′-UTR miRNA binding sites. Their high ranks
are shown schematically with blue symbol and text in Fig-
ure 1 as well. Thus, six AGO phosphorylation cycle mRNAs
(AGO1–3, ANKRD52, CSNK1A1 and PPP6C) are likely
heavily miRNA-targeted, all ranked within the top 2%. It
is statistically significant, with a P-value of 1.3e–5 based
on a Mann–Whitney–Wilcoxon test. Additionally, though
not as heavily targeted as AGO1-3, the AGO4 mRNA has
27 unique 3′-UTR miRNA sites, and ranked at the 670th.
Thus, the AGO phosphorylation cycle seems under direct
feedback regulation by miRNAs.

The six mRNAs share significant numbers of common
miRNA binding sites

It is usually assumed that functionally related genes share
similarly gene expression regulation patterns and mecha-
nisms, e.g. regulation by similar sets of transcription factors.
In this case, we speculated that the six AGO phosphoryla-
tion cycle mRNAs share more common miRNA binding
sites than expected by random chances.

This was indeed the case. The mRNAs for the six
proteins share five common miRNA binding sites (miR-
137, miR-30-5p, miR-302-3p/372-3p/373-3p/520-3p, miR-
17-5p/20-5p/93-5p/106-5p/519-3p and miR-103-3p/107).
This count was significant based on the following analysis.
We randomly selected four mRNAs from the top 14 mR-
NAs in Table 1, one from the 25 genes with 39 miRNA
binding sites and one from the 22 genes with 30 sites in
their 3′-UTRs. We then counted common sites shared by
mRNAs of the six randomly selected genes. In each compu-
tational experiment, this random-selection and calculation
process was repeated 1000 times, followed by calculating the
proportion of the 1000 attempts that gave a five or higher
count. Repeated performance of this computational exper-
iment never generated a proportion higher than 0.05. The
proportion fluctuated in a tight range centered at 0.04, sug-
gesting a P-value of 0.04. The significance is also illustrated
by a box-plot in Figure 2. The majority of the randomly se-
lected mRNA sets share no or just one common miRNA
site.

All miRNA targeting machinery mRNAs are heavily targeted
by miRNAs

As discussed in introduction, TNRC6s and AGOs act
together to channel miRNA-mediated regulatory actions
onto specific mRNAs; AGOs host and position miRNAs
for target binding; TNRC6s bridge the loaded AGO pro-
teins to downstream general regulatory effector proteins.
Thus, we examined the three TNRC6 mRNAs. Indeed, the
TNRC6B mRNA provided clear added evidence for inten-
sive direct feedback regulation of miRNA targeting activity.
It has 58 unique predicted 3′-UTR miRNA sites, and was
ranked the 27th highest among the 13 035 genes. TNRC6A
and TNRC6C were also targeted, with 25 and 31 con-
served sites, respectively (Table 1). Moreover, the miRNA
site counts of the TNRC6s and other mRNAs in section B
of Table 1 should be interpreted in the context of the scale-
free power-law distribution. In this distribution, the site
count decreases precipitously along the rank, making the
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Figure 1. Distribution of miRNA binding sites in the human transcriptome and intensive targeting of AGO phosphorylation cycle and TNRC6 mRNAs
by miRNAs. A histogram of human mRNAs based on their unique miRNA site counts is shown to illustrate the power-law relationship (P(K) ∝ (K +
a)−α). AGO phosphorylation cycle ( ) and the TNRC6 ( ) mRNAs are plotted at their approximate positions to illustrate their high rankings, i.e. intensive
targeting by miRNAs. The rankings are given inside the parentheses following gene symbols. The vertical lines denoting 0.2 and 7 percentile rankings
are shown to further illustrate the high ranking; the 7-percentile ranking was chosen due to its proximity to the TNRC6A mRNA. The t-test P-value for
comparing the whole transcriptome and the miRNA targeting machinery mRNAs (AGO phosphorylation cycle and TNRC6) is specified inside the plot.

miRNA site counts of even highly ranked mRNAs seem-
ingly less impressive. Thus, the high ranks of TNRC6s, and
those of other mRNAs in section B of Table 1, are also
shown schematically with red symbol and text in Figure
1. They are all ranked in the top 7% among all miRNA-
targeted mRNAs.

Thus, in terms of the predicted miRNA binding site
count, both AGO phosphorylation cycle and TNRC6 mR-
NAs support a cellular capacity for intensive auto-feedback
regulation of miRNA targeting activity. Statistically, the en-
richment has a P-value less than 2.06e–7. All of them, in-
cluding AGO4, are ranked within the top 7% of miRNA–
targeted mRNAs, all located to the right of the 7% line
(Figure 1). More significantly, AGO1-3, ANKRD52 and
TNRC6B are all among the top 30 mRNAs (Table 1, sec-

tions A and B). Interestingly, the TNRC6 mRNAs do not
share the five common miRNAs targeting the AGO phos-
phorylation cycle mRNAs, suggesting differential regula-
tion, i.e. by a different set of miRNAs.

Specificity of the binding site enrichment for miRNA target-
ing activity

We also examined other segments of the miRNA pathway –
the upstream biogenesis and the downstream regulatory ef-
fectors. No enrichment of miRNA biogenesis mRNAs was
detected among the heavily miRNA-targeted mRNAs. The
miRNA biogenesis mRNAs (DGCR8, DROSHA, XPO5,
TARBP2 and DICER1) are shown in Figure 3A, with red
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Table 1. List of the top 14 mRNAs with highest counts of unique conserved 3′-UTR miRNA binding sites (A), other AGO phosphorylation cycle and the
TNRC6 mRNAs (B) and miRNA biogenesis mRNAs (C). NCBI gene symbol, description, miRNA site count and descending rank are shown. The AGO
phosphorylation cycle mRNAs are highlighted by bold font

Gene symbol Gene description Site count Rank

A ZBTB20 Zinc finger and BTB domain containing 20 105 1
ANKRD52 Ankyrin repeat domain 52 77 2
NUFIP2 FMR1 interacting protein 2 75 3–4
NFIB Nuclear factor I B 75 3–4
AGO1 Argonaute 1 74 5
AGO2 Argonaute 2 72 6
KLF7 Kruppel like factor 7 68 7
LCOR Ligand dependent nuclear receptor corepressor 67 8–9
TAOK1 TAO kinase 1 67 8–9
AAK1 AP2 associated kinase 1 66 10
AGO3 Argonaute 3 63 11–14
NFIA Nuclear factor I A 63 11–14
PURB KH domain containing RNA binding 63 11–14
CELF2 CUGBP Elav-like family member 2 63 11–14

B TNRC6B Trinucleotide repeat containing 6B 58 27
CSNK1A1 Casein kinase 1 alpha 1 39 198
PPP6C Protein phosphatase 6 catalytic subunit 38 223
TNRC6C Trinucleotide repeat containing 6C 31 446
AGO4 Argonaute 4 27 670
TNRC6A Trinucleotide repeat containing 6A 25 800

C DICER1 Dicer 1, ribonuclease III 25 800
TARBP2 TARBP2, RISC loading complex RNA binding subunit 2
XPO5 Exportin 5 11 3208–3554
DGCR8 DGCR8, microprocessor complex subunit 9 3956–4391
DROSHA Drosha ribonuclease III 3 7739–8907
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Figure 2. The six AGO phosphorylation cycle mRNAs share more than ex-
pected miRNA binding sites. A boxplot of numbers of shared miRNA sites
of 1000 sets of randomly selected mRNAs (see text for details) is shown.
A symbol is added to illustrate the significance of the observation that the
six AGO phosphorylation cycle mRNAs share five sites.

• symbol and text, in contrast to the miRNA targeting ma-
chinery mRNAs shown in blue * symbol. None of them had
more than 25 miRNA sites, though it has been reported that
DICER1 mRNA is directly regulated by miRNAs. Regu-
lation of their expression might be dominated by indirect
miRNA feedback control of cognate transcription factor
mRNAs as well as other mechanisms (2,22,23,42–44). To
some degree, DICER1, the last step of miRNA biogenesis
before loading onto the AGO proteins, is a transition point.
Its mRNA had 25 unique miRNA sites (ranked at the top
800th)––more than its upstream and partner proteins’ mR-
NAs (DROSHA, DGCR8, XPO5 and TARBP2) but less
than miRNA targeting machinery mRNAs (Table 1).

Downstream of the targeting machinery, the general reg-
ulatory effector mRNAs also seem less miRNA-targeted.
This is shown by the CNOTs (CNOT1-4, CNOT6,
CNOT6 and CNOT7-11), PAN2 and PAN3 mRNAs
schematically in Figure 3B. The CNOT and PAN mRNAs
are shown with the red • symbol and text. Compared to the
miRNA targeting machinery mRNAs (in blue * symbol),
CNOT and PAN mRNAs have much lower miRNA bind-
ing site counts.

Thus, the intensive miRNA binding site enrichment
seems specific for the mRNA targeting segment of the
miRNA pathway. The specificity is supported by statisti-
cal analyses. The miRNA site counts of miRNA biogenesis
mRNAs are not significantly different from the whole hu-
man transcriptome (P-value 0.33), and neither are those of
the effector mRNAs (P-value 0.09). Both the miRNA bio-
genesis and the effector mRNAs have significantly lower
miRNA binding site counts than the targeting machinery
mRNAs, with P-values of 1.66e–3 and 2.71e–4, respectively
(Figure 3A and B). The specificity for miRNA targeting
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Figure 3. Lower levels of miRNA-targeting of upstream miRNA biogenesis and downstream regulatory effectors. The histogram in Figure 1 is used to
show the contrast in the levels of targeting by miRNAs between two groups of mRNAs. The miRNA biogenesis ( ) and miRNA targeting machinery ( )
are shown in (A), and the downstream regulatory effectors ( ) and miRNA targeting machinery ( ) in (B). In (B), CNOTs 3 and 9–11 share one data point,
as they have the same number of miRNA sites. The Mann–Whitney–Wilcoxon test P-values of the contrast between two groups of mRNAs are specified
inside both plots.

activity is also illustrated schematically. In Figure 4, the
miRNA pathway is divided into six steps––DROSHA pro-
cessing (i), XPO5 nucleus export (ii), DICER1 processing
(iii), the AGO phosphorylation cycle (iv), TNRC6 recruit-
ment (v) and downstream regulatory effectors (vi). The hu-
man biogenesis mRNAs (steps i–iii) are shown with black
symbols and text; the targeting step mRNAs (steps iv and
v) in red symbols and text; and regulatory effector mRNAs
(step vi), as exemplified by the CCR4–NOT and PAN2–
PAN3 complexes, in blue symbol and text. The black line
connects the median miRNA site count for each step, show-
ing that overall miRNA site count increases from the first
step of miRNA biogenesis (DROSHA) towards AGO phos-
phorylation cycle. Subsequently, it decreases towards the
TNRC6s, and then towards downstream general effectors.
Overall, the counts are higher in the targeting steps (steps
4–5) than in either the biogenesis steps or the downstream
effector step (Figure 4A).

In short, our computational analysis of the miRNA bind-
ing site distribution uncovered a pattern of intensive enrich-
ment of miRNA binding sites among the miRNA targeting
activity mRNAs, but neither the upstream biogenesis nor
the downstream regulatory effector mRNAs. Next, as men-
tioned at the beginning of Results section, we attempted to
quantify the overall impact of the varying miRNA binding
site counts on mRNA repression across the transcriptome,

that is, to reveal the enhanced cellular capacity for miRNA-
mediated repression of those mRNAs with the extremely
high binding site counts. On the other hand, miRNA repres-
sion of target mRNAs is dynamically regulated; e.g. by the
RNA binding proteins such as PUM1, HNRNPD/AUF1
and ELAVL1/HuR (45). For the miRNA targeting activ-
ity mRNAs, it became interesting to determine how much
this capacity is utilized to enhance their repression under
specific experimental conditions.

Functional confirmation of the auto-feedback regulation with
genetic experimental results

Thus, we looked for opportunities to answer two questions:
first, how much miRNA site enrichment correlates overall
with higher levels of miRNA-mediated mRNA repression;
and second, whether the cells utilize this capacity to auto-
feedback-control miRNA targeting activity mRNAs. How-
ever, the miRNA binding site alone is not sufficient to an-
swer the questions.

Confirmation in embryonic stem cells. Fortunately, as de-
scribed in Materials and Methods, the results of a compar-
ative RNA-seq analysis of the transcriptomes of wildtype
and Dicer1 knockout mouse stem cells were publicly avail-
able (NCBI GEO database accession number GSE55338)
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Figure 4. Specificity of auto-feedback regulation for the targeting segment
of miRNA pathway. A scatter plot of mRNA miRNA binding site count
is shown, with the mRNAs grouped into six steps of the miRNA pathway.
The biogenesis steps are plotted in black, the targeting steps in red and
the downstream effector in blue. The black line connects the median site
counts of the six steps.

(29,30,46), providing a perfect opportunity for functional
assessment of miRNA regulatory actions and the poten-
tial auto-feedback regulation of miRNA targeting activity.
To take advantage of this dataset, we downloaded the Tar-
getScan mouse dataset and calculated counts of conserved
miRNA binding sites for individual mRNAs. As expected,
orthologous human and mouse mRNAs have highly similar
miRNA binding site counts, with a spearman correlation
coefficient of 0.92.

Then, we explored this dataset for answers to the two
questions. First, the depletion of miRNAs in Dicer1−/− mu-
tant cells relieved miRNA-mediated degradation, and thus
should lead to higher expression levels, of miRNA–targeted
mRNAs. How much individual mRNA expression levels
increase upon Dicer1 knockout should reflect the degree
to which the mRNAs are miRNA-regulated. This param-
eter can be used to answer the first question and to test
our usage of miRNA site count as a metric of the poten-
tial for individual mRNAs to be miRNA-regulated. Thus,
we calculated the log-ratio (log2(KO/WT)) of the expres-
sion levels in Dicer1−/− (KO) and wild type (WT) cells
for each mRNA, and asked whether the log-ratios corre-

late with miRNA binding sites counts. This was indeed the
case (Figure 5), despite the moderate nature of miRNA-
mediated mRNA degradation enhancement, a myriad of
non-miRNA-mediated regulatory mechanisms and various
factors affecting the potency of miRNA regulatory actions
such as relative expression levels of individual miRNA-
mRNA pairs. The mRNAs were grouped based on the
miRNA binding sites count, and the group mean log-ratios
are plotted in Figure 5A versus the binding site count. The
plot exhibits a clear positive correlation between the two pa-
rameters (with a Spearman correlation coefficient of 0.78
and a P-value smaller than 2.2e–16) (Figure 5A), thus vali-
dating miRNA site count as a metric of the potential for in-
dividual mRNAs to be miRNA-regulated. In the low bind-
ing site count ranges, where the mRNA groups are large,
the correlation is nearly perfect. As the site count increases,
due to the scale-free relationship (P(K) ∝ (K + a)−α), the
mRNA groups become exponentially smaller and smaller;
many groups containing just a few mRNAs, and some only
one. The data points become, as expected statistically, more
scattered. Yet, the positive relationship remains obvious.

Additional analyses were done to ensure that the
observed correlation was due to loss of miRNA ex-
pression instead of non-specific secondary effect upon
Dicer deletion. We identified mRNAs with at least
1000-bp 3′-UTRs. This way, the mRNAs are likely un-
der tight post-transcriptional––either miRNA- or non-
miRNA-mediated––regulations. We then calculated the fol-
lowing two metrics of miRNA binding site enrichment in
individual 3′-UTR sequences:

• 3′-UTR miRNA binding site density
(log2(miRNA Site Count/3′-UTR Length)). Using the
sliding window analysis (see Materials and Methods),
positive correlation between mRNA repression levels
and this parameter was observed, with a correlation
coefficient of 0.84 (Figure 5B).

• Relative 3′-UTR miRNA binding site density. We per-
formed a loess regression analysis of miRNA binding
site count versus 3′-UTR length. The residue of the loess
model is another measure of miRNA binding site enrich-
ment; the larger the residue, the more miRNA binding
site is enriched relative to the 3′-UTR length and embed-
ded non-miRNA regulatory mechanisms. Once again, us-
ing the sliding window analysis, positive correlation be-
tween mRNA repression levels and this parameter was
observed, with a correlation coefficient of 0.87 (Figure
5C).

The two metrics measure miRNA binding site enrich-
ment relative to the 3′-UTR length and, thus, the amount
of cognate signals embedded in the 3′-UTR sequences for
non-miRNA-mediated regulatory actions. Their correla-
tion with the levels of mRNA repression levels strongly sug-
gests that the observed correlation is due to, collectively,
the loss of miRNA expression instead of secondary effects.
Thus, these results support the notion that miRNA site en-
richment leads to enhanced capacity for miRNA-mediated
repression at the cell’s disposal. Dynamic usage of this ca-
pacity should confer the cells a post-transcriptional regu-
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Figure 5. Overall positive correlation between miRNA site counts and the increases in mRNA expression levels in Dicer1−/− mutant cells (A–C) and
the specificity of auto-feedback regulation for the targeting segment of miRNA pathway (D). (A) the mRNAs were grouped based on their binding site
counts. The mean log-ratio (log2(KO/WT)) of the expression levels in Dicer1−/− (KO) and wild type (WT) cells was calculated for each group. A scatter
plot of the mean log-ratios vs. the corresponding binding site counts is shown. Spearman correlation coefficient is also shown. For group sizes and the
scale-free relationship, please see Figure 1. (B) a scatter plot of the log-ratio vs. miRNA binding site density. The miRNA binding site density is calculated
as the log-ratio of binding site count to 3′UTR length. The mRNAs were sorted based this density. Then, a sliding-window analysis, with a window size
of 100, was performed. The mean window log-ratio and miRNA site density were used to create the plot. The Pearson correlation and P-value are also
shown. (C) a scatter plot of the log-ratios vs. relative miRNA binding site density. The relative miRNA binding site density is calculated as the residual
of a loess regression (log2(binding site count) versus log2(3′UTR length)). The mRNAs were sorted based this density. Then, a sliding-window approach,
with a window size of 100, was used to create the plot. The Pearson correlation and P-value are also shown. (D) a scatter plot of mRNA log2(KO/WT)
values, with the mRNAs grouped into 6 steps of the miRNA pathway. As in Figure 4, the biogenesis steps are plotted in black, the targeting steps in red
and the downstream effector in blue. The black line connects the mean log-ratio values of the 6 steps. The DICER1 mRNA is annotated with the * symbol
to indicate its in-frame internal deletion mutation in the mutant stem cells, though the deleted 90-amino-acid-coding-region is only ∼3% of the full-length
mRNA.
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latory mechanism to control individual mRNAs with high
miRNA site counts.

Second, in Figure 5D, the log-ratios of mRNAs for indi-
vidual miRNA pathway steps are directly compared to illus-
trate the answer to the second question, with the mRNAs
grouped and colored in the same manner as in Figure 4.
The miRNA targeting activity mRNAs, i.e. the AGO phos-
phorylation cycle mRNAs and the TNRC6 mRNAs, have
obviously higher log-ratios than both the miRNA biogene-
sis mRNAs and the down-stream effector mRNAs, with re-
spective t-test P-values of 0.0085 and 0.0092, which is con-
sistent with their higher binding site counts. Thus, in the
case of these mRNAs, the enhanced capacity for miRNA-
mediated repression was utilized. Variability of depression
of miRNA targeting machinery mRNAs was also observed,
perhaps resulting from dynamic usage of the enhanced ca-
pacity. For instance, some miRNA sites might be inaccessi-
ble due to blockage by other RNA binding proteins, and/or
nonfunctional due to lack of expression of cognate miR-
NAs, under this particular experimental condition.

Interestingly, DROSHA and DGCR8 seemed upregu-
lated in Dicer1−/− cells (Figure 5D), suggesting an active
compensatory regulatory mechanism as part of cellular sur-
vival of the Dicer1 knockout. Whether this is miRNA-
mediated became an interesting future research topic. Both
DROSHA and DGCR8 have relatively low miRNA bind-
ing site counts (Table 1), but their sites have high efficacies.
The DROSHA sites have TargetScan weighted context++

scores of –0.16 or better, and percentiles of 92 or better; the
DGCR8 sites have a median score of –0.164 and a median
percentile of 88. On the other hand, DGCR8 regulation by
non-miRNA-mediated regulatory actions has also been re-
ported (47).

Confirmation in the human HCT116 cells. Moreover, we
performed functional assessment of the auto-feedback reg-
ulation in the HCT116 human cell line. This cell line has
been used, perhaps due to its near diploid and thus suitabil-
ity for genome editing, for at least two highly cited miR-
NAome studies (31,48). Therefore, the cells should have
normal miRNA expression levels. Indeed, this is confirmed
by the expression levels of the cognate miRNAs to the 5
miRNA binding sites shared by the AGO phosphoryla-
tion cycle mRNAs (Table 2). According to the miRbase
database (49), miRNA stem loops for cognate miRNAs
to 3 of the common sites (miR-17-5p/20-5p/93-5p/106-
5p/519-3p, miR-103-3p/107 and miR-30-5p) are highly ex-
pressed, but those for the other two sites (miR-137 and
miR-302-3p/372-3p/373-3p/520-3p) are lowly or not ex-
pressed, in the miRbase dataset collection (Table 2). Con-
sistently, according to our analysis of the HCT116 miRNA-
seq dataset in Kim et al. (31) that identified 1097 expressed
miRNAs (see Materials and Methods), the cells express cog-
nate miRNAs to the same 3 sites (miR-17-5p/20-5p/93-
5p/106-5p/519-3p, miR-103-3p/107 and miR-30-5p) at
very high levels (Table 2). For the miR-17-5p/20-5p/93-
5p/106-5p/519-3p site, the cells express high levels of miR-
17-5p (874.28 RPM), miR-20a-5p (554.38 RPM), miR-93-
5p (4017.82 RPM) and miR-106b-5p (974.99 RPM); for the
miR-103-3p/107 sites, the cells express high levels of miR-
103a-3p (5902.59 RPM) and miR-107 (748.65); and for the

miR-30-5p site, high levels of miR-30a-5p (292.2 RPM),
miR-30b-5p (1057.2 RPM), miR-30c-5p (3217 RPM), miR-
30d-5p (16185.82 RPM) and miR-30e-5p (15738.3 RPM).
Except miR-30a-5p, all these cognate miRNAs are ranked
among the top 100 highest expressed miRNAs, with miR-
30d-5p and miR-30e-5p ranked among the top 20. Not
surprisingly, the cognate miRNAs to the miR-137 and the
miR-302-3p/372-3p/373-3p/520-3p sites are expressed at
low levels (<1 RPM or not detected). Thus, the expres-
sion levels are consistent with the miRBase miRNA stem
loop expression level information (Table 2) and provide ex-
perimental support for miRNA-feedback-regulation of the
AGO phosphorylation cycle mRNAs.

We were able to identify a comparative RNA-seq dataset
(NCBI GEO accession GSE80258) of the human HCT116
cells and its Drosha knockout genetic variant (50), pro-
viding another opportunity for this study. Same analyses
were performed with this dataset, and showed that the di-
rect auto-feedback regulation loop was active in HCT116
cells as well (Figure 6). Again, the miRNA site counts cor-
relate well with the log-ratios, with a Spearman correlation
coefficient of 0.67 (Figure 6A). Both miRNA site density
and relative density correlate with the log-ratios as well,
with Pearson correlation coefficients of 0.87 (Figure 6B and
C). And the AGO phosphorylation cycle and the TNRC6
mRNAs have significantly higher log-ratios than the down-
stream effector mRNAs (with a t-test P-value of 0.008) and,
to a lesser extent, the upstream miRNA biogenesis mRNAs
(Figure 6D).

We also functionally tested this auto-feedback regula-
tion through analysis of miRNA-mediated translational in-
hibition. The approach was to use, as described below, a
modified polysome-profiling analysis for comparative anal-
ysis of the HCT116 human cell line and its Dicer1−/− ge-
netic variant (48). Since miRNA-mediated translational in-
hibition is known to be moderate, the translational dif-
ference between HCT116 wildtype and Dicer1−/− cells is
likely moderate as well. To better detect the moderate dif-
ference, we adopted a modified version of the polysome-
profiling analysis (51,52). The polysome fraction was di-
vided into light (2- to 9-mer) and heavy (10-mer or more)
sub-fractions, followed by RNA-seq analyses to quantify
mRNA abundance in the two sub-fractions. The log-ratio
(log2(heavy/light)) of the mRNA abundance in the sub-
fractions could then be calculated. For miRNA-regulated
mRNAs, this log-ratio should increase in Dicer1−/− cells,
due to the disruption of miRNA biogenesis and, in turn,
miRNA-mediated translational inhibition. Thus, we calcu-
lated the log-ratio increase from wild type to Dicer1−/− cells
and used it as another metric of the degree to which the
mRNA is miRNA-regulated. Once again, this metric corre-
lated well with the miRNA-binding site count (Figure 7A).
As in Figures 5A and 6A, strong correlation was observed
at low miRNA site count ranges, and scattering showed up
as miRNA site counts increase and mRNA groups became
exponentially smaller and smaller. Again, both miRNA site
density and relative density correlate with the log-ratios in-
crease as well, with respective Pearson correlation coeffi-
cients of 0.62 and 0.65 (Figure 7B and C). The correlations
suggested that miRNAs often retain their target mRNAs
in the basal, though not completely inactive, translational
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Figure 6. Overall positive correlation between miRNA site counts and the increases in mRNA expression levels in Drosha−/− mutant cells (A–C) and
the specificity of auto-feedback regulation for the targeting segment of miRNA pathway (D). (A) the mRNAs were grouped based on their binding site
counts. The mean log-ratio (log2(KO/WT)) of the expression levels in Drosha−/− (KO) and wild type (WT) cells was calculated for each group. A scatter
plot of the mean log-ratios versus the corresponding binding site counts is shown. Spearman correlation coefficient is also shown. For group sizes and the
scale-free relationship, please see Figure 1. (B) a scatter plot of the log-ratio versus miRNA binding site density, as in Figure 5B. The Pearson correlation
and P-value are also shown. (C) a scatter plot of the log-ratios vs. relative miRNA binding site density, as in Figure 5C. The Pearson correlation and
P-value are also shown. (D) a scatter plot of mRNA log2(KO/WT) values, with the mRNAs grouped into steps of the miRNA pathway. As in Figure 4,
the biogenesis steps are plotted in black, the targeting steps in red and the downstream effector in blue. The black line connects the mean log-ratio values
of the steps.
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Figure 7. Overall positive correlation between miRNA site counts and the increases in mRNA translation activity in Dicer1−/− mutant cells (A–C) and
the specificity of auto-feedback regulation for the targeting segment of miRNA pathway (D). (A) a scatter plot of miRNA binding site counts (x axis)
versus the mean difference between Dicer1−/− (KO) and wild-type (WT) log-ratios of the mRNAs with the corresponding counts (y axis). Spearman
correlation coefficient is also shown. For group sizes and the scale-free relationship, please see Figure 1. (B) a scatter plot of the log-ratio difference versus
miRNA binding site density, as in Figure 5B. The Pearson correlation and P-value are also shown. (C) a scatter plot of the log-ratios difference versus
relative miRNA binding site density, as in Figure 5C. The Pearson correlation and P-value are also shown. (D) a scatter plot of log-ratio difference, with
the mRNAs grouped into six steps of the miRNA pathway. As in Figure 4, the biogenesis steps are plotted in black, the targeting steps in red and the
downstream effector in blue. The black line connects the mean log-ratio value differences of the six steps. The DICER1 mRNA is annotated with the *
symbol to indicate its mutation in the mutant cells.
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Table 2. Expression levels of cognate miRNAs and stem loops to the five conserved binding sites shared by AGO phosphorylation cycle mRNAs. The
miRNA expression levels in the HCT116 cells were computed, as described in Materials and Methods, based on the miRNA-seq dataset in Kim et al. (31).
The ranks are also listed for the miRNA ranked among the top-100 highest expressed miRNAs. The stem loop expression levels were collected from the
miRbase website (www.mirbase.org). ND: Not Detected

Cognate miRNAs Cognate stem loops

Sites Name
Expression
level (RPM)

Expression level
ranking Name

Expression level
(RPM) per miRBase

miR-17-5p/20-5p/93-5p/106- 5p/519-3p miR-17-5p 874.28 78 miR-17 9.52e3
miR-20a-5p 554.38 98 miR20a 7.48e3
miR-20b-5p 0.188 miR-20b 545
miR-93-5p 4017.82 42 miR-93 2e3

miR-106a-5p ND miR-106a 7.94e3
miR-106b-5p 974.99 72 miR-106b 1.84e3
miR-519d-3p ND miR-519d 3.23

miR-30-5p miR-30a-5p 292.2 miR-30a 1.51e4
miR-30b-5p 1057.2 miR-30b 2.25e3
miR-30c-5p 3217 45 miR-30c-1 3.21e3

miR-30c-2 3.22e3
miR-30d-5p 16185.82 17 miR-30d 1.17e4
miR-30e-5p 15738.3 18 miR-30e 1.07e4

miR-103-3p/107 miR-103a-3p 5902.59 30 miR-103a-1 1.24e4
miR-103a-2 1.24e4

miR-107 748.65 87 miR-107 1.19e4
miR-137 miR-137 ND miR-137 246
miR-302-3p/372-3p/373-3p/520-3p miR-302a-3p 0.19 miR-302a 42.9

miR-302b-3p ND miR-302b 0
miR-302c-3p ND miR-302c 0
miR-302d-3p 0.87 miR-302d 10.3

miR-302e ND miR-302e 0
miR-372-3p 0.56 miR-372 91.9
miR-373-3p 0.68 miR-373 2.22
miR-520a-3p ND miR-520a 4.76
miR-520b-3p ND miR-520b 9.8
miR-520c-3p ND miR-520c 6.02
miR-520d-3p ND miR-520d 0
miR-520e-3p ND miR-520e 33.3

stages (the light polysome sub-fractions). The AGO phos-
phorylation cycle and the TNRC6 mRNAs exhibited ob-
viously higher increases in the log-ratio in Dicer1−/− cells
than the upstream miRNA biogenesis mRNAs, and mi-
nor increases than the downstream effector mRNAs (Figure
7D). Consistent with Figure 5D, DGCR8 displayed some
increases in this dataset as well (Figure 7D).

Thus, genetic experimental results supported an overall
trend that miRNA site enrichment leads to enhanced cel-
lular capacity for miRNA-mediated repression. In the case
of miRNA targeting activity mRNAs, we demonstrated uti-
lization of this capacity in direct and specific auto-feedback
regulation. This was supported by analyses of both miRNA
regulatory functions – mRNA destabilization and transla-
tion inhibition.

Confirmation of miRNA site enrichment with experimentally
determined miRNA binding sites

Another valuable resource for this study is the miRNA-
mRNA target relationship identified experimentally with
CLIP-seq-based high-throughput approaches in a com-
prehensive and unbiased manner (53–55). The popular
miRTarBase database collects and annotates such datasets
(33,34). Thus, the miRTarBase CLIP-seq dataset was down-
loaded. The dataset identified 10 276 mRNAs with at least
one miRNA binding sites. We ranked the mRNAs based on

their unique miRNA binding site counts in the dataset, and
repeated our analysis.

The result confirmed the specific enrichment of miRNA
targeting machinery among top miRNA–targeted mRNAs
(Figures 8 and 9). Except for PPP6C mRNA, they all are
located to the right of the 15% line and, thus, ranked within
the top 15%, (Figure 8A). AGO2 and AGO3 are both
highly ranked, at the 4th and 47th, respectively; TNRC6B
and TNRC6A at the 40th and 43rd, respectively; and so is
ANKRD52, ranked within the top 2 percentile. Not sur-
prisingly, the miRNA biogenesis mRNAs are not as highly
ranked (Figure 8A), and neither are the CNOTs, PAN2
and PAN3 mRNAs (Figure 8B). CNOT3, CNOT8–11 and
PAN3 have no miRNA site in miRTarbase dataset (Figure
8B). Once again, DICER1 was intermediately ranked (Fig-
ure 8A), consistent with its role as a transition point from
miRNA biogenesis to target-binding activity.

Additionally, the mRNAs are plotted in Figure 9, in the
same manner as in Figures 4 and 5B, by steps of the miRNA
pathway. Overall miRNA site count increases from the first
step of miRNA biogenesis (DROSHA) towards the target-
ing steps (AGO phosphorylation cycle and TNRC6s), and
then decreases towards downstream general effectors (Fig-
ure 9). The increase of miRNA site counts from miRNA
biogenesis to targeting has a P-value of 2.5e–3 (Figure 8A);
the decrease from targeting to downstream effector has a
P-value of 2.6e–3 (Figure 8B).
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Figure 8. Confirmation of higher levels of miRNA-targeting of the targeting machinery than other segments of the miRNA pathway with the miRTarBase
experimental dataset. As in Figure 1, a histogram of human mRNAs based on their miRNA site counts in the miRTarBase dataset is shown, illustrating
the power-law relationship. The vertical line denotes the position of 15th percentile ranking, which was chosen due to its proximity to the AGO1 mRNA,
to help illustrate the high level of miRNA-targeting of the targeting machinery mRNAs. The histogram is also used to display the contrast in the levels
of targeting by miRNAs between two groups of mRNAs. The miRNA biogenesis ( ) and miRNA targeting machinery ( ) are shown in (A), and the
downstream regulatory effectors ( ) and miRNA targeting machinery ( ) in (B). CNOTs 3 and 8–11 and PAN3 have no miRNA site in the miRTarbase
dataset. They are plotted with one arbitrary data point (B) to help to illustrate the overall lower level of CNOT1-11 and PAN2/3 targeting by miRNAs.
The Mann–Whitney–Wilcoxon test P-value of the contrast between two groups of mRNAs are specified inside both plots.

However, differences were also observed. Overall, the en-
richment became less dramatic; the P-value is very sig-
nificant, but increases to 0.003 from 2.06e–7. AGO1 and
ANKRD52 both ranked high, but not as much as in the
ranking based on TargetScan dataset. TNRC6A, on the
other hand, became much higher ranked at the 43rd. This
might be a reflection of the different biases in the two
datasets. The TargetScan dataset is based on computational
analysis and, due to technical necessity, covers only orthol-
ogously conserved sites. The experimental approaches for
the miRTarBase dataset do not have such limitation. In-
stead, they tend to bias toward miRNAs and mRNAs that
are expressed at high levels in the studied cells and un-
der the specific experimental conditions; miRNAs and mR-
NAs that are not or lowly expressed tend to be missed. To
some degree, the biases in the two datasets complement each
other. The exact causes for the discrepancy between the two
datasets become an interesting topic for our future investi-
gation.

DISCUSSION

MiRNAs are crucial components of cellular transcriptome
regulatory machineries. Tremendous technical challenges
remain to be solved. Among them is the low signal-to-noise

ratio in miRNA binding site identification due to the short-
ness of the seed sequences––only six to eight nucleotides in
human. This challenge has been partially alleviated by evo-
lutionary conservation analysis and by detecting combina-
torial patterns of multiple sites. Evolutionary conservation
analysis is exemplified by the TargetScan dataset. This study
took advantage of this dataset and revealed novel insights
into how the miRNA pathway itself is regulated. Briefly,
the AGO phosphorylation cycle and the TNRC6 mRNAs
seems, in terms of their numbers of unique miRNA sites, un-
der intensive direct auto-feedback regulation by miRNAs.
This is consistent with frequent auto-feedback regulation
of key regulators, such as transcription factors (21). On the
other hand, the upstream miRNA biogenesis steps seem not
under such regulation. As for the downstream effectors, this
regulation seems, though somewhat active, much less domi-
nant. Our computational observation was confirmed by ex-
perimental investigations, i.e. multiple experimental genetic
analyses that compared wild type and miRNA-biogenesis-
deficient mutant cells as well as the miRTarBase experimen-
tally determined dataset.

Aberrancies in the miRNA pathway are frequently ob-
served in human cancers, often with tissue-specific func-
tions in the tumorigenic process. For instance, deleterious
Dicer1 mutations are the genetic cause of the Dicer1 syn-
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Figure 9. Specificity of auto-feedback regulation for the targeting segment
of miRNA pathway based on the miRTarBase experimental dataset. As in
Figure 4, a scatter plot of mRNA miRNA binding site count is shown, with
the mRNAs grouped into six steps of the miRNA pathway. The biogenesis
steps are plotted in black, the targeting steps in red and the downstream
effectors in blue. The black line connects the median site counts of the six
steps.

drome, a predisposition to distinctive inheritable tumors in
the lungs, kidneys, ovaries, and thyroid (56). And Drosha
mutations have been shown to be oncogenic in some tissues,
and tumor suppressive in other tissues (57,58). Thus, it is in-
teresting to investigate further whether the components of
this direct auto-feedback-regulation are involved in tumor
development and their potential as therapeutic targets.

Why the AGO phosphorylation cycle and the TNRC6s
are targeted for this direct auto-feedback-regulation is an
interesting issue. These proteins link the upstream miRNA
biogenesis and the downstream general mRNA inhibition
machinery. It is tempting to speculate that this link serves
as the rate-limiting step of the miRNA regulatory activity,
as such steps generally are under tighter control. However,
there seems to be no data available to test this speculation.

Our computational analysis utilized the occurrence of
miRNA sites in mRNAs. The sites confer the capacity for
the mRNA to be repressed by the miRNA pathway. As dis-
cussed earlier, intuitively, this repression should not be con-
stitutive, as the ability to dynamically relieve the repression
is operationally advantageous for the cells, e.g. for rapid
protein production in case of a need for quick adaptation
to signals. Unfortunately, current computational analysis
techniques are powerless in discerning such dynamics. To
answer this issue, further experimental studies across dif-

ferent physiological conditions and/or transitions, and in
multiple cell types, are needed.

These additional transcriptomic datasets will also enable
computational mechanistic investigation into miRNA regu-
latory actions. While the miRNA sites and other regulatory
signals embedded in mRNA sequences are the enabler of the
regulatory actions, the datasets describe dynamic mRNA
regulation patterns – the results of the regulatory actions.
In other words, the datasets will serve as necessary inputs
for computational reverse engineering efforts to decode the
regulatory signals embedded in mRNA sequences. Among
the many questions to be asked is whether and how spe-
cific combinatorial patterns of multiple regulatory signals
dictate specific mRNA regulation patterns. The pattern can
be a combination of multiple miRNA binding sites or a
mix of miRNA sites with other regulatory elements, such
as mRNA secondary structures.

These lines of future investigations will likely help to un-
derstand the functional advantages that the moderate reg-
ulatory actions of this regulatory system confer to the cells,
i.e. why human cells maintain the seemingly uneconomi-
cal miRNA regulatory system. MiRNA-mediated mRNA
degradation and translation inhibition are long known to be
moderate. The results of our analysis of the public compara-
tive RNA-seq datasets of wild type and miRNA-biogenesis-
deficient mutant cells are consistent with this modesty. Our
comparative polysome profiling of wild type and Dicer1−/−
HCT116 cells revealed the retention of heavily miRNA-
targeted mRNAs in the light polysome fractions. That is,
miRNAs mediate moderate inhibition, instead of complete
shut-off of, translation. Why the cell expends critical re-
sources to express these mRNAs, but render them trans-
lationally inhibited and under enhanced degradation pres-
sure, remains yet to be fully understood. While seemingly
wasteful, similar strategies are implemented to minimize
system latency in computer internal design. The computer
step-by-step information retrieval process from the hard
drive to memory, and then to CPU caches, is strikingly par-
allel to the gene expression process (59–62). Since the in-
formation retrieval process is much slower than CPU exe-
cution speed, CPU might potentially stay idle for extended
periods of time waiting for the information. To minimize
this latency, various strategies of speculative retrieval of in-
formation without CPU request are implemented (59–61).
Similarly, the human gene expression process from tran-
scription to mRNA, and then to protein production, is also
time consuming. In case of a need for rapid response to sig-
nals, there must be regulatory mechanisms to bypass this
slow process. Thus, it will be interesting to examine whether
these computer optimization principles can be used as step
stones toward a full understanding of the cellular func-
tional advantages bestowed by the miRNA and other post-
transcriptional regulatory systems in the context of efficient
cellular operation.

It should be noted that miRNA-mediated mRNA inhibi-
tion exhibits technical similarities with transcription regu-
lation by transcription factors. The complexity of regulator-
target relationship applies to transcription regulation as
well; a transcription factor usually regulates multiple genes,
and a gene is always regulated by multiple transcription fac-
tors. And, in both cases, the consensus binding sites are
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short, leading to low signal-to-noise ratio in computational
site predictions (63). Evolutionary conservation helped, in
both cases, to alleviate this technical difficulty (64). Com-
binatorial patterns of multiple transcription factor binding
sites and other genomic contextual information have pro-
vided additional means for improving the signal-to-noise
ratios (65). It seems the combinatorial pattern of multi-
ple sites also apply to miRNA-mediated mRNA inhibition
(15,16). As our understanding of miRNA regulatory ac-
tions improves, it will be interesting to see whether addi-
tional similarities will be observed.

Finally, this study suggests that the overall miRNA
binding site distribution pattern should be a rich source
for further, technically more sophisticated, functional ex-
ploration. This distribution is currently relatively under-
appreciated, perhaps due to the high levels of noise in such
datasets. However, both computational and experimental
approaches will improve, leading to more and more reliable
datasets. It is our firm belief that the binding site distribu-
tion will play much more significant roles in our endeavor to
a thorough understanding of miRNA-mediated transcrip-
tome regulation.
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