EX 2.5.1:| Consider the following system of connected components shown below.

Components 1 & 2 are connected in series with component 3 connected to them in parallel.
For the entire system to function, either components 1 & 2 must function or component 3 must function.
The experiment consists of observing each component’s condition and labeling it as either (S)uccess or (F)ailure.

So, for example, the outcome for components 1 & 2 functioning but 3 not functioning would be denoted as SSF'.

(a) Determine the sample space €2 for the experiment.

Q = (The set of all possible outcomes) :’ {FFF, FFS, FSF, FSS, SFF, SSF, SFS, SSS} ‘

(b) Are the events ”Component 1 functions” & ”Component 2 functions” independent?  (Justify answer.)

Let A = ”Component 1 functions” = {SFF, SSF, SFS, SSS} — P(A) = % = % = %
. Bl 4 1
Let B = ”Component 2 functions” = {FSF, FSS, SSF, SSS} — P(B) = 9l =5=3
Then ANB={SSF, SSS} — P(ANB)= |A|g‘B| = % = i Moreover, P(A)-P(B) = <%> (%) = % =P(ANB)

. | Since P(AN B) = P(A) - P(B), the two events are independent.

(c) Are the events ”Component 1 functions” & ”Exactly two components function” independent?  (Justify answer.)

Let D = ”Exactly two components function” = {FSS, SSF, SFS} — P(D) = % = %
Then AND = {SSF, SFS} = P(AND) = |A|3|D‘ = % = %. Moreover, P(A)-P(D) = (é) @) = % #P(AND)
. | Since P(AN D) # P(A) - P(D), the two events are not independent.
(d) Do the three components function independently of one another?  (Justify answer.)
Let C' = ”Component 3 functions” = {FSS, FFS, SFS, SSS} = P(C) = % = ;1 = %
ANC = {SFS, §55} — P(ANC) = |A|S‘C‘ - % - i
BNC = {FSS, S$5} — P(BNC) = ‘B‘&C' =21
ANBNC = {555} — B(ANBNC)= w -1
Therefore:
1 1 1
P(A)-P(B = — Z ) ==
P(ANB) = i (4)-B(B) (2) (2) 4
1 . — (2!
anc) - 1 ra-re) = (5)(3) -1
AND
L 1\ (1 1
P(BNC = - P(B) - P = - Z) ==
(BRO) = (B)-B(0) (3)(3)-1
PANBNC) = 0N /1) (1) 1
= 3 P(A) - P(B)-P(C) = (5) (5) (5) -1

~. Since P(AN B) = P(A) - P(B), P(ANC) = P(A) - P(C), P(BNC) = P(B) - P(C), and P(AN BN C) =P(A) - P(B) - P(C),

’the three components do function independently of one another. ‘
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EX 2.5.2:| Consider the following system of connected components shown below.

Components 1 & 2 are connected in series with component 3 connected to them in parallel.

For the entire system to function, either components 1 & 2 must function or component 3 must function.

Suppose the components work independently of one another. Moreover, suppose that:

Component 1 works 95% of the time, Component 2 works 97% of the time, and Component 3 works 91% of the time.
What is the probability that the entire system works?
Let A = ”Component 1 works”, B = "Component 2 works”, C = ”Component 3 works”

P(A) = 0.95 P(B) = 0.97 P(C) = 0.91
P(A°) = 0.05 P(B°) = 0.03 P(C®) = 0.09

Then

(IND) 7The components work independently of one another” means events A, B, C' are mutually independent.

P(Entire System Works) = P[ANBNC)UANB°NCYU(ANB NC)UA°NBNC)U(ANBNCY)]

= PANBNC)+PA°NB°NC)+PANB°NC)+PA°NBNC)+P(ANBNCT)

=7 P(A)P(B)P(C) + P(A)P(BY)P(C) + P(A)P(B*)P(C) + P(A*)P(B)P(C) + P(A)P(B)P(C®)

= (0.95)(0.97)(0.91) + (0.05)(0.03)(0.91) + (0.95)(0.03)(0.91) + (0.05)(0.97)(0.91) + (0.95)(0.97)(0.09)

.

——— ALTERNATIVELY —————

P(Entire System Works) = 1 — P(Entire System does not Work)
= 1-P(A°NB°NCY)UA°NBNC*)U(ANB°NCT))
= 1-[P(A°NB°NC°)+PA°NBNC°)+PANB°NCY)]
= 1—[P(A°)P(B°)P(C°) + P(A°)P(B)P(C°) + P(A)P(B)P(C*)]
= 1-1(0.05)(0.03)(0.09) + (0.05)(0.97)(0.09) + (0.95)(0.03)(0.09)]
= 1-0.007065
(The moral here is that sometimes it’s less tedious to work with the complement.)
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