EX 3.2.1:| Consider the following experiment: Flip two fair coins and observe their top faces.

X
Z

Let random variable

Let random variable

(# Heads Observed)
(Is at least One Tail Observed? (1 = Yes, 0 = No))

(a) List all the possible outcomes in the sample space €2 for the experiment.

Q:{{HH7HT,TH,TTH

(b)
X(TH) =1,
Z(TH) =1,

Supp(X) =1{0,1,2} Supp(%) =|{0,1}

X(TT)
Z(TT) =1

0

Determine the support of each random variable X, Z for the experiment.

For each outcome in the sample space (), determine the associated value of each random variable X, Z.

(d) Determine the probability mass function (pmf) for each random variable X, Z.
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(e) Determine the cumulative distribution function (cdf) for each random variable X, Z.
) 0 ,ifx <0 0 ,ifz<O
/4 itk =0 1 f0<z<1 1/4 ,if0<z<1
1 ) = < . ) = <
px(k) =4 1/2 |ifk=1 = Fx(z)= o nUsT cdf of X is Fx () = BUsT
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1/4 ,ifk=0 L . . .
pz(k) = 34 ifh=1 = Fz(z) = 1 L if0<ox <1 = |cdfof Zis Fz(z) =< 1/4 ,if0<z<1
y IR = 1+32 if1<z 1 if1<e
(f) Sketch the cdf for each random variable.
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EX 3.2.2:| Consider the following experiment: Repeatedly flip a fair coin and observe its top face until a tail occurs.

Moreover, the coins flips are independent of one another.

Let random variable X = (# Heads Observed)
Let random variable Z = (Is at least One Tail Observed? (1 = Yes, 0 = No))

(a) List four possible outcomes in the sample space 2 for the experiment.

Q=[{T, HT, HHT, HHHT, ---}|

(b) For the four outcomes in the sample space 2 listed in part (a), determine the associated value of each rv X, Z.

X(T)=0, X(HT)=1, X(HHT)=2, X(HHHT)=3,
Z(T)=1, Z(HT)=1, Z(HHT)=1, Z(HHHT)=1,

(c) Determine the support of each random variable X, Z for the experiment.

Supp() ~[01251]  Swn(z) =11}

(d) Determine the probability mass function (pmf) for each random variable X, Z.

Since the coin is fair, P(Heads) =P(H)=1/2 and P(Tails)=P(T)=1/2

px(0) = P(X=0) =  PT) =

px(1) = P(X=1) = PHT) = P(HNT) 1ep P(H) - P(T) = 1.1
px(2) = P(X=2) = PHHT) = PHNHNT) 'E° P(H) - P(H) - P(T) = 1.1.1
px(3) = P(X=3) =

= P(HHHT) = P(HNHNHNT) "2 PH).PH)-PH)-P(T) = L.1.1.1

o 1 2 3

The pmf of r.v. X is
px(k) | 1/2 1/4 1/8 1/16

pz(0)=P(Z=0)=0

Since Supp(Z) contains exactly one value, its probability has to be one:
pz()=P(Z=1)=1

0 1

The pmf of r.v. Z is
Pz (k) 0 1

(e) Write the pmf of random variable X in closed-form by means of pattern recognition.

It’s easier to recognize a pattern in the intermediate expression for each probability instead of its final value:

px(0) > ()
px() = 35 o= ()
px2 = 333 = (3)
px@) = §335 = ()

k+1
The closed-form formula for the pmf of r.v. X is | px (k) = (%) or |px(k)=0.5""

- NS RN IS R =NV A |
SANHY(HECK:E:pr):E:(§) :§:§.<§) :§§:<§> =3

k=0 k=0 k=0

(*) Recall from Calculus II the sum of a convergent geometric series: If a # 0 and |r| < 1, then Zark =
k=0
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EX 3.2.3:| Consider the following experiment: Repeatedly flip an unfair coin and observe its top face until a tail occurs.
The coin is unfair because tails occurs twice as often as heads.

Moreover, the coins flips are independent of one another.

Let random variable X = (# Heads Observed)
Let random variable Z = (Is at least One Tail Observed? (1 = Yes, 0 = No))

(a) List four possible outcomes in the sample space € for the experiment.

Q=[{T, HT, HHT, HHHT, ---}]

(b) For the four outcomes in the sample space (2 listed in part (a), determine the associated value of each rv X, Z.

X(T)=0, X(HT)=1, X(HHT)=2 X(HHHT)=3,
Z(T)=1, Z(HT)=1, Z(HHT)=1, Z(HHHT)=1,

(¢) Determine the support of each random variable X, Z for the experiment.
(d) Determine the probability mass function (pmf) for each random variable X, Z.

Since the coin is unfair and tails occurs twice as often as heads:

P(T)=2-P(H
(1) N P(H)+2 - P(H)=1 = 3-P(H)=1 = P(H)=1/3 = P(T)=2-P(H)=2-1=2/3
P(H)+P(T) =
px(0) = P(X=0) = P(T) = 2/3
px(1) = P(X=1) = PHT) = P(HNT) e P(H) - P(T) = 1.2 = 2/9
px(2) = P(X=2) = PHHT) = PHnNHNT) X° P(H) -P(H) - P(T) = L.1.2 0 9
px(3) = P(X =3) P(HHHT) = PHNHNHNT) "2 PH)-P(H)-PH)-P(T) = +.1.1.2 — 9/8]
0 1 2 3
The pmf of r.v. X is ‘
px(k) | 2/3 2/9 2/21 2/81
N=P(Z=0)=0 k 0 1
Since Supp(Z) contains exactly one value, its probability has to be one: pz(0) ( ) =
pz(1)=P(Z=1)=1 pz(k) |0 1
e) Write the pmf of random variable X in closed-form by means of pattern recognition.
Yy g
It’s easier to recognize a pattern in the intermediate expression for each probability instead of its final value:
0
px(0) 2 = 3 ()
1
) = bd = )
@) = 343 = 1)
3
@) = bbb o= 1
. 2 /1\"
The closed-form formula for the pmf of r.v. X is | px (k) = 513
> > 92 /1\* o2& /1\" 2 1 2 3
ANITY CHECK: = - | = == = = —. =—-—-=1
satry cnpcic Y pxt =35 (5) =33 (5) 93 (1) =551 ¢
k=0 k=0 k=0 3
%) Recall from Calculus II the sum of a convergent geometric series: If a # 0 and |r| < 1, then S art = 2
gent g # : 7
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k=0

(©2016 Josh Engwer — Revised February 17, 2016



EX 3.2.4: | Consider the following experiment: Flip two fair coins and observe their top faces. (pmf & cdf of X were found in EX 3.2.1)

Let random variable X = (# Heads Observed)
Compute the following probabilities in two ways, one way using the pmf of X and the second way using the cdf of X:

w=[i7

P(Exactly one heads) = P(X = 1) = px
P(Exactly one heads) = P(X = 1) = Fx (1) — Fx(1—) = Fx(1) — Fx(0) = 3/4 — 1/4 =

P(At most one heads) = P(X < 1) =px(0) +px(1)=1/4+1/2 =
P(At most one heads) = P(X < 1) = Fx(1) = m

P(At least one heads) = P(X > 1) =px (1) +px(2) =1/2+1/4 =
P(At least one heads) =P(X >1)=1—-Fx(1-)=1—-Fx(0)=1-1/4=

P(Either no heads or two heads) = P(X = 0 or X = 2) = px(0) + px(2) = 1/4+ 1/4 =

P(Either no heads or two heads) =P(X =0 or X =2) = [Fx(0) — Fx(0—)] + [Fx(2) — Fx(2—)] =[1/4—- 0]+ [1 — 3/4] =

EX 3.2.5:| Consider the following experiment: Repeatedly flip a fair coin and observe its top face until a tail occurs.

Moreover, the coins flips are independent of one another.
Let random variable X = (# Heads Observed)

Compute the following probabilities using the pmf of X:  (pmf of X, px(k), was found in EX 3.2.2)
P(Exactly one heads) = P(X =1) = px(1) = (%)Hl = (%)2 =

P(At most one heads) = P(X < 1) = px(0) + px (1) = (%)0+1 =+ (%)H—l = (%)1 + (%)2 = % + i =|3/4
P(At least one heads) =P(X > 1) =1 -P(X <1)=1-P(X =0) =1 —px(0) =1— (3)""' =1-
P(Between two heads and six heads, inclusive) =P(2 < X < 6) = px(2) + px(3) + px(4) + px(5) + px(6) = ~ 0.2422

P(Between two heads and six heads, exclusive) = P(2 < X < 6) = px (3) + px(4) + px(5) = (3)

EX 3.2.6: | Consider the following experiment: Repeatedly flip an unfair coin and observe its top face until a tail occurs.
The coin is unfair because tails occurs twice as often as heads.

Moreover, the coins flips are independent of one another.
Let random variable X = (# Heads Observed)

Compute the following probabilities using the pmf of X:  (pmf of X, px(k), was found in EX 3.2.3)
P(Exactly one heads) = P(X = 1) = px(1) = 2. ()" = 2.1 =

P(At most one heads) = P(X < 1) = px(0) + px (1) = 2 - (%)0 + 2. (é)l =242 :

P(Between two heads and six heads, inclusive) =P(2 < X < 6) = px(2) + px(3) + px(4) + px(5) + px (6) =|242/2187 |~ 0.1107
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P(Between two heads and six heads, exclusive) = P(2 < X < 6) = px(3) + px
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