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PART I:

RANDOM SAMPLES
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(A Priori) Samples vs. Samples-to-be-Collected

Recall from Chapter 1 the definition of a sample of a population:

Definition
A sample is a subset of a population.

Every sample encountered in Chapter 1 was an a priori sample.
Just saying "sample” by itself will always translate to “a priori sample.”

HAS SAMPLE BEEN
TYPE OF SAMPLE NOTATION
OF S ° 0 ALREADY COLLECTED?
(a priori) Sample X X1,X2, .., Xy Yes
Sample-to-be-Collected | X, X,....X, No

By contrast, a sample-to-be-collected has not been collected yet.

(as the name immediately suggests)

This means data points of a sample-to-be-collected have some uncertainty,
and thus each data point is really a random variable!!
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Random Samples

Statistical Inference methods to be encountered later in the course require
that sample(s) to be collected must be of a very special kind:

Definition
(Random Sample)
A sample-to-be-collected X1, ..., X, is called a random sample if:

@ the X;'s are all identical:

o If the X;’'s are all discrete,  then the X;’s all have the exact same pmf px (k).
o If the X;’s are all continuous, then the X;’s all have the exact same pdf fx(x).
o Regardless of random variable type, the X;’s have the exact same cdf Fx(x).

@ the X/’s are all independent.

i.e. The rv’s comprising the random sample are identical & independent.
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Examples of Random Samples

Random Sample of size n = 4 from a discrete population with pmf px(k):

X1,X2,X3,Xq " pmf px (k)

Random Sample of size n = 6 from a continuous population with pdf fx(x):

X1, X, X3, X4, X5, X - pdf fx(x)

Random Sample of size n = 3 from a population with cdf Fy(x):

X1, X, X3 % cdf Fy(x)

NOTATION: "iid” is shorthand for "identically and independently distributed”
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Examples of Random Samples

Random Sample of size n = 4 from a Binomial(5, 0.3) population:

X1, X», X3, X4 2 Binomial(5, 0.3)

Random Sample of size n = 2 from a Normal(u, o) population:

X1,X> i Normal(u, 0?)

Random Sample of size n = 3 from an Exponential(A = 10) population:

X1,X2,X;3 i Exponential(A = 10)

NOTATION: "iid” is shorthand for "identically and independently distributed”
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Careful Examination of a Random Sample

Random Sample of size n = 4 from a Binomial(5, 0.3) population:
X1,X,X3,Xy % Binomial(S7 03)
What does this mean exactly??

@ The X;’s are identical, meaning the X;’s have the exact same pmf:
@ px, (k) = DPx, (k) = DPx; (k) = PXxy (k) = (i)osk 0.7°°*
® Supp(Xi) = Supp(X>) = Supp(Xs) = Supp(Xs) = {0,1,2,3,4,5}

@ The X;'s are independent:

]P(X] =3NX,> 1) = ]P(Xl = 3) P(Xz > 1)
P(X, <1 N X4<1) = P(X, <1)-P(Xy < 1)
]P)(X1>3QX2§4QX3:0) = ]P)(X1>3)P(X2§4)]P)(X3:O)

P(X1>2 NnX;>2n X4>2) = ]P’(X1>2)~P(X3>2)~P(X4>2)
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Careful Examination of a Random Sample

Random Sample of size n = 2 from a Normal(y, o%) population:
iid >
X1, X, ~ Normal(u, o%)
What does this mean exactly??

@ The X;’s are identical, meaning the X;'s have the exact same cdf:
° FXl(x) = sz(x) = (H)

o

@ Supp(X:) = Supp(Xz) = (—o0, 00)

@ The X;’s are independent:

]P’(X1:30X2>1) = P(X1:3)]P)(X2>l)
PXi<1lnXx<l) = PXi<1)-PX2<1)
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Careful Examination of a Random Sample

Random Sample of size n = 3 from an Exponential(A = 10) population:
X1, X0, X5 % Exponential(A = 10)
What does this mean exactly??

@ The X;’s are identical, meaning the X;’s have the exact same pdf:

o fx, (x) = fx,(x) = fx; (x) = 10e™ 10
e Supp(Xi) = Supp(X>) = Supp(Xs) = [0, cc)

@ The X;'s are independent:

P(X, =3 N X > 1) — PX, = 3)-P(X, > 1)
]P(Xz <1 nNnX;< 1) = IP(XZ < 1)P(X3 < 1)
]P)(X1>3QX2§4QX3:0) = P(X1>3)P(X2§4)]P(X3ZO)
P(X1>2QX2>2QX3>2) = ]P’(X1>2)~P(X2>2)~P(X3>2)
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PART Il

PART II:

SAMPLING DISTRIBUTION OF A STATISTIC
OF A FINITE DISCRETE POPULATION
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Statistic of a Random Sample

Recall from Chapter 1 the definition of a sample statistic:

Definition

A statistic of a sample is a meaningful characteristic of the sample.
More precisely, a statistic is a function of the data points of the sample.

(A PRIORI) SAMPLE
X1 X1,X2,...,X,

RANDOM SAMPLE
X17X27 s 7Xn

Sample Mean

¥ = X1+XzJ;---+xn

X = NtXot X,
) n

Sample Minimum

X(1) = min{xy, X2, ..., X, }

X(]) = min{Xl,Xg, e ,Xn}

Sample Maximum

X(n) i= Max{xi,Xx2,...,%}

X(,,) = max{Xl,Xz, .

LX)

Sample Range

XR = )C(n) —X(])

XR = X(n) — X(l)

Sample Variance ‘ st = LS (g —X)? ‘ §2i= LS (X — X)? ‘

Sample Total

Sxpi=x1F X2+ Xy,

ZX]C I:X1 —|—X2+Xn

Sample Proportion

x/n

X/n
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Statistic of a Random Sample (Most Common)

(A PRIORI) SAMPLE RANDOM SAMPLE
X X[, X2, oo, Xp X1, X,...,X,
Sample Mean X X
Sample Median X X
10% Trimmed Mean Xir(10%) Xir(10%)
Sample Range XR Xz
Sample Variance s 52
Sample Std Dev s S
Interhinge Range XIHR Xinr
Order Statistics xa) <x) < Zxey [ Xy <X < < X
Sample Minimum x(1) X1y
Sample Maximum X(n) X(n)
Sample Total > > X
Sample Proportion x/n X/n
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Sampling Distribution of a Statistic (Definition)

Given a random sample, then since...
@ ...each data point is a random variable, and...
@ ...every statistic is a function of the data points, ...

...that implies that every statistic of a random sample is a random variable!!
This means that a statistic of a random sample follows a distribution:
Definition

Let Xi,..., X, be a random sample of some population.

Let T be a statistic of the random sample.

Then the sampling distribution of statistic 7' is

@ the pmf pr(k) if the population is discrete.
@ the pdf fr(x) if the population is continuous.

Moreover, the statistic 7 has its own support, Supp(T).
Finally, the sampling distribution of T can be visualized as

@ a density histogram if the population is discrete.
@ a density curve if the population is continuous.
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, ¢ Bernoulli(0.4).
kK o1
Then, X; & X, follow the pmf:
1eA Pt (%) |[06 [ 0.4
Construct the sampling distribution for the following statistics:

Sample Mean, Sample Variance, Sample Total, Sample Min, Sample Max
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, ¢ Bernoulli(0.4).
kK o1
Then, X; & X, follow the pmf:
B Pt ) 0604
Construct the sampling distribution for the following statistics:

Sample Mean, Sample Variance, Sample Total, Sample Min, Sample Max

X Zjl ‘Xzzjz H P(X[ZJ] ﬂXszz) XS2X1+X2X(1) ‘X(n)
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, ¢ Bernoulli(0.4).
Then, X; & X, follow the pmf:
vER P ok ®)

Xo=j || P
0
1
0
1

Enumerate all meaningful simultaneous values of X; & X;.

Xi=j1 N Xy=))

(Order Matters!!)

Supp(X;) = {0,1} = The meaningful values for X; are 0 and 1.
Supp(X;) = {0,1} = The meaningful values for X, are 0 and 1.
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X % Bernoulli(0.4).
Then, X; & X, follow the pmf:

Xi=j | X%=p [PXi=i NnXa=hp) [ X[ [Xi+X | Xy | X
0 0 0.36
0 1 0.24
1 0 0.24
1 1 0.16

iid

PX;=0NX,=0) = px(0)-px(0) = (0.6)(0.6) = 0.36
PG =00 X=1) = px(0)-px(1) = (06)(04) = 0.4
PXi=10NX=0) = py(1)-px(0) = (04)(06) = 0.24
PX,=1NXa=1) 2 pe(1)-px(1) = (04)(04) = 0.16
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, % Bernoulli(0.4).
Then, X; & X, follow the pmf:

Compute the statistics for each meaningful simultaneous values of X; & X5:

X = Ah 00
£ = L X+ 06X = 2 [0-02 4 (0- 0] =0
Xi+X, = 0+0=0
Xqy = min{X;,X;} = min{0,0} =0
Xw = max{X;,Xp} = max{0,0} =0
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Sampling Distribution of a Statistic (Example)
WEX 5-3-1: Let X;, X, % Bernoulli(0.4).

k 0 1
Then, X; & X, follow the pmf: ox (k) 0.6 04
Xi=j | X%=p |[PXi=inXo=p) | X || X+X% Xy | Xn
0 0 0.36 0 0 0 0 0
0 1 0.24 0.510.5 1 0 1
1 0 0.24
1 1 0.16

Compute the statistics for each meaningful simultaneous values of X; & X5:

X = X0_0_gs5
= LX)+ (% -X)?] =55 [(0-05)% + (1057 =05
Xi+X, = 0+1=1
X = min{X;,X;} = min{0,1} =0
Xw = max{X;, X} =max{0,1} =1
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Sampling Distribution of a Statistic (Example)
WEX 5-3-1: Let X;, X, % Bernoulli(0.4).

k 0 1
Then, X; & X, follow the pmf: ox (k) 0.6 04
Xi=j | X%=p |[PXi=inXo=p) | X || X+X% Xy | Xn
0 0 0.36 0 0 0 0 0
0 1 0.24 0.510.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16

Compute the statistics for each meaningful simultaneous values of X; & X5:

X = 4 L0 —05
s? = L[X-X2+X-X)?=75[1-052+(0-05)?% =05
X\ +X, = 1+0=1
Xay = min{X;,X>} = min{l,0} =0
X(n) = max{X;,X»} = max{1,0} =1

Josh Engwer (TTU) Sampling Distribution of a Statistic 21 March 2016 20/39



Sampling Distribution of a Statistic (Example)
WEX 5-3-1: Let X;, X, % Bernoulli(0.4).

k 0 1
Then, X; & X, follow the pmf: ox () 106
=i [ Xo=p |PE=h 0 X =p) || X | & [Xi+X | Xy | Xy
O 0 0.36 01]O0 0 0 0
0 1 0.24 0.5]0.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1

Compute the statistics for each meaningful simultaneous values of X; & X5:

X _ XX _ 141 g
n 2
= R =X+ -XP) =S (- 1)+ (1 -1 =0
Xi+X, = 1+1=2
X(l) — min{X1,X2} - min{l, 1} =1
Xw) = max{X;,Xo} =max{l,1} =1
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X, X, ¢ Bernoulli(0.4).
Then, X; & X, follow the pmf:

Xi=ji [ X% =p |[PXi=j nXa=p) | X | & | Xi+X | Xy | Xn
0 0 0.36 0 0 0 0 0
0 1 0.24 0.51]0.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1

.. Sampling Dist. of X is the pmf:

px(k)
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X, X, ¢ Bernoulli(0.4).

k 0 1
Then, X; & X, follow the pmf: (K 1[0.6]04
Xi=ji [ X% =p |[PXi=j nXa=p) | X | & | Xi+X | Xy | Xn
0 0 0.36 0 0 0 0 0
0 1 0.24 0.51]0.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X, X, ¢ Bernoulli(0.4).

k 0 1
Then, X; & X, follow the pmf: (11060
=j | X%=p|PXi=j nXo=4p) || X | [ Xi+X | Xy [ X
0 0 0.36 0 0 0 0 0
0 1 0.24 0.5|0.5 1 0 1
1 0 0.24 0.5|0.5 1 0 1
1 1 0.16 1 0 2 1 1

.. Sampling Dist. of X is the pmf:

0| 05 |
36024 10.24 |
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X, X, ¢ Bernoulli(0.4).

.k o1

Then, X; & X, follow the pmf: 0 H 0.6 ‘ 0a
Xi=j | X%=p||PXi=i nXo=j) | X | [Xi+X | Xy | X
0 0 0.36 0 0 0 0 0
0 1 0.24 05105 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1

.. Sampling Dist. of X is the pmf:
k || o |05 |
px(k) |[036 [ 0.48 [ 0.16
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X, X, ¢ Bernoulli(0.4).
Then, X; & X, follow the pmf:

Xi=ji [ X% =p |[PXi=j nXa=p) | X | & | Xi+X | Xy | Xn
0 0 0.36 0 0 0 0 0
0 1 0.24 0.51]0.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1

.. Sampling Dist. of X is the pmf:
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, % Bernoulli(0.4).

0 1
Then, X; & X, follow the pmf: (0 06104
=i |X=p|PXi=h N X%=p)|| X | & |Xi+X | Xy | Xu
0 O 0.36 0] 0 0 0 0
0 1 0.24 0.510.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, % Bernoulli(0.4).

k 0 1
Then, X; & X, follow the pmf: ox () [0.6] 04
=i |X=p|PXi=h N X%=p)|| X | | Xi+X | Xy | Xu
O 0 0.36 010 0 0 0
0 1 0.24 0.510.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1

-, Sampling Dist. of 52 is the pmf:

k | o0 |
ps (k) | 036 +0.16 |
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, % Bernoulli(0.4).
k |l o|
Then, X, & X, follow the pmf:
A PME k(0 0.6 [ 04

Ki=p NnXo=p)|| X | & |[Xi+X | Xy | Xu
0

0 0 H 0.36 0 0 0

0 1 0.24 05105 1 0 1
1 0 0.24 0.5]0.5 1 0 1
1 1 0.16 1 0 2 1 1

-, Sampling Dist. of 52 is the pmf:
k

| 0| 05
k)| 0.52]0.24 +0.24
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, % Bernoulli(0.4).
k |l o|
Then, X, & X, follow the pmf:
A PME k(0 0.6 [ 04

Xi=j | X% =p |[PXi=j nXa=5p) | X | & [ Xi+X | Xy | Xn
0 0 0.36 0 0 0 0 0
0 1 0.24 0.510.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1

= Supp(s?) = {0,0.5}
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, % Bernoulli(0.4).
Then, X; & X, follow the pmf:

Xi=j|X%=p||PXi=j nXo=p) || X | [ Xi+X|Xy | Xn
0 0 0.36 01]0 0 0 0
0 1 0.24 05105 1 0 1
1 0 0.24 05105 1 0 1
1 1 0.16 1 0 2 1 1
. . - kK || 0|05 1
Sampling Dist. of X is the pmf o0 H 036 ‘ 048 1016
) . . 2 k | o |05
. Sampling Dist. of $* is the pmf 75 () | 032 [0.48

. - . ko |1 ]2
. Sampling Dist. of X; + X; is the pmf o (0 H 036 ‘ 043 ‘ 016
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Sampling Distribution of a Statistic (Example)

WEX 5-3-1: Let X;, X, ¢ Bernoulli(0.4).
Then, X; & X, follow the pmf:

Xi=j [ X% =p |[PXi=j nXo=p) | X | & [ Xi+X | Xy | Xn
0 0 0.36 0 0 0 0 0
0 1 0.24 0.5]0.5 1 0 1
1 0 0.24 0.51]0.5 1 0 1
1 1 0.16 1 0 2 1 1
0 1

.. Sampling Dist. of X, is the pmf pr, (0 | 0.84 | 0.16

.. Sampling Dist. of X, is the pmf

Px,, (k) || 036 | 0.64
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Expected Value & Variance of a Statistic

WEX 5-3-1: Let X;, X,  Bernoulli(0.4).

Then, X; & X, follow the pmf:

= ux=EX]= Y k-px(k)=(0)(0.6) + (1)(0.4) = 0.4
keSupp(X)

EX’ = Y K -px(k) = (07)(0.6) + (1*)(0.4) =04
keSupp(X)

— o} =V[X] = E[X?] — (E[X])? = 0.4 — (0.4)> = 0.24
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Expected Value & Variance of a Statistic

WEX 5-3-1: Let X;, X, ¢ Bernoulli(0.4).
Then, X; & X, follow the pmf:

=)

k

1
px(®) [ 0.6

0.4

px = E[X] = 0.4 o2 =V[X] =0.24

.. Sampling Dist. of X is the pmf

k [ 05 | 1

=0 036\048\016
— ux=E[X] = 3 k-pg(k) = (0)(0.36) + (0.5)(0.48) + (1)(0.16) = 0.4
k€Supp(X)
E [Yz} = 3 R prlk) = (07)(036) + (0.5)(0.48) + (17)(0.16) = 0.28

k€Supp(X)

— 2=V =E[X| - (E[X])" =028 (047 =0.12
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Expected Value & Variance of a Statistic

WEX 5-3-1: Let X;, X, ¢ Bernoulli(0.4).

_ kK o1
Then, X; & X, follow the pmf: e (0 H 0.6 ‘ 04
px = E[X] = 0.4 o2 =V[X] =024
. N - k || 0 05|
.. Sampling Dist. of X is the pmf P (%) || 0.36 | 048 | 0.16
iy =E [X] =04 o=V [X] =0.12
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Sampling Distribution of a Statistic (Procedure)

Proposition

(Construction of the Sampling Distribution of a Statistic)

GIVEN: Random sample X,, ..., X, of finite discrete population w/ pmf px (k).
TASK: Find the sampling distribution pr(k) of statistic T of random sample.

(1) Enumerate all meaningful simultaneous values of the X;'s.
Use the support of X;, Supp(X,), as guidance. (Order Matters!!)

(2) For each enumeration of meaningful simultaneous values of the X;’s,
compute the statistic T & the joint probability using iid & pmf px(k):

. . . iid . . .
PX; =jiNXa =jaN---NX, = ju) = px(j1) - px(2) - - - Px(in)

(8) The support of statistic T, Supp(T), is the set of all values of T attained.

(4) The probability of statistic T being a value in its support is
the sum of the joint probabilities corresponding to that value of T.
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Textbook Logistics for Section 5.3

@ Difference(s) in Notation:

TEXTBOOK SLIDES/OUTLINE
CONCEPT NOTATION NOTATION
Probability of Event P(A) P(A)
Support of ar.v. ” All possible values of X” Supp(X)
pmf of a r.v. px(x) px (k)
Expected Value of r.v. E(X) E[X]
Variance of r.v. V(X) ViX]
Sample Total T, > Xk
pmf of Sample Mean py(X) py(k)
pmf of Sample Variance P (%) pe (k)
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Textbook Logistics for Section 5.3

@ Ignore EXAMPLE 5.22 (pg 225)

e The statistic of sample of a continuous population involves multiple integrals!
e Multivariable Calculus (Calclll) will never show up on homework and exams.

@ Skip "Simulation Experiments” section (pgs 225-229)

e Simulations were briefly encountered in Ch2 when developing the "deep”
interpretation of Probability.
e Simulations will be briefly encountered again in section 5.4
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