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PART I

PART I:

STANDARD NORMAL CDF TABLE (REVIEW)
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Computing Standard Normal cdf Φ(z) via Table

The standard normal table below approximates Φ(z) = P(Z ≤ z):
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Computing Φ(z) via Table or Calculator or Software

TI-82/83/84+ normalcdf(-1E99,1.45,0,1) 2nd → VARS

TI-86 nmcdf(-1E99,1.45,0,1) 2nd → MATH

TI-89 Normal cdf APPS → Stats
TI-36X Pro Normalcdf 2nd → data

MATLAB normcdf(1.45) (Stats Toolbox)

R pnorm(1.45)

Python scipy.stats.norm.cdf(1.45) (Needs SciPy)
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Computing Φ(z) via Table or Calculator or Software

TI-82/83/84+ normalcdf(-1E99,-1.23,0,1) 2nd → VARS

TI-86 nmcdf(-1E99,-1.23,0,1) 2nd → MATH

TI-89 Normal cdf APPS → Stats
TI-36X Pro Normalcdf 2nd → data

MATLAB normcdf(-1.23) (Stats Toolbox)

R pnorm(-1.23)

Python scipy.stats.norm.cdf(-1.23) (Needs SciPy)
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PART II

PART II:

LARGE-SAMPLE HYPOTHESIS TEST
FOR ANY POPULATION MEAN µ
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Hypothesis Tests (Procedure)

Proposition
GIVEN: Random sample X := (X1, . . . ,Xn) of a population with parameter θ.
TASK: Perform a hypothesis test involving parameter θ.
(1) State the null hypothesis H0 and alternative hypothesis HA.

H0 : θ = θ0
HA : θ > θ0

OR H0 : θ = θ0
HA : θ < θ0

OR H0 : θ = θ0
HA : θ 6= θ0

(2) Select significance level α: α = 0.05 OR α = 0.01 OR α = 0.001
(3) Identify the test statistic W(X; θ0)
(4) Formulate a decision rule involving P-value & significance level α

If P-value ≤ α then reject H0 in favor of HA

If P-value > α then accept H0 (i.e. fail to reject H0)

(5) Obtain a sample x := (x1, . . . , xn) from the population
(6) Compute the test statistic value for the sample W(x; θ0)
(7) Compute the corresponding P-value
(8) Use the decision rule to arrive at decision to either reject H0 or accept H0

NOTE: Usually steps 1-5 will be done for you by the problem at hand.
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Large-Sample z-Test for Pop. Mean (Test Statistic)

Proposition
Given any population with mean µ.
Let X := (X1,X2, . . . ,Xn) be a random sample from the population.
Moreover, let the sample size be ”large” meaning n > 40.

Suppose an α-level hypothesis test for µ is desired with one of the forms:

H0 : µ = µ0
HA : µ > µ0

OR H0 : µ = µ0
HA : µ < µ0

OR H0 : µ = µ0
HA : µ 6= µ0

Then, the corresponding test statistic W(X;µ0) is

Z =
X − µ0

S/
√

n
=⇒ Z ∼ Standard Normal

PROOF: Formally, beyond scope of course. (n > 40 is needed due to CLT)

Informally, take the corresponding pivot Q(X;µ) :=
X − µ
σ/
√

n
and replace σ with its point estimator S
and replace µ with its null hypothesis value µ0
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Large-Sample z-Test for Population Mean (P-values)

Hypothesis Test: H0 : µ = µ0
HA : µ > µ0

(One-Sided z-Test)

P-value := P(W(X;µ0) ≥W(x;µ0)) ≈ P(Z ≥ z) = 1− P(Z ≤ z) = 1− Φ(z)
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Large-Sample z-Test for Population Mean (P-values)

Hypothesis Test: H0 : µ = µ0
HA : µ < µ0

(One-Sided z-Test)

P-value := P(W(X;µ0) ≤W(x;µ0)) ≈ P(Z ≤ z) = Φ(z)
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Large-Sample z-Test for Population Mean (P-values)

Hypothesis Test: H0 : µ = µ0
HA : µ 6= µ0

(Two-Sided z-Test)

P-value ≈ P(|Z| ≥ |z|) = P(Z ≤ −|z|) + P(Z ≥ |z|) = 2 · [1− Φ(|z|)]
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Large-Sample z-Test for Population Mean (σ unknown)

Proposition
Population: Any Population with std dev σ unknown

Random Sample: X := (X1,X2, . . . ,Xn) (n > 40)

Realized Sample: x := (x1, x2, . . . , xn) (n > 40)

Approx. Test Statistic W(X;µ0)

Test Statistic Value W(x;µ0)
Z =

X − µ0

S/
√

n
z =

x− µ0

s/
√

n

HYPOTHESIS TEST: P-VALUE DETERMINATION:
H0 : µ = µ0 vs. HA : µ > µ0 P-value ≈ P(Z ≥ z) = 1− Φ(z)
H0 : µ = µ0 vs. HA : µ < µ0 P-value ≈ P(Z ≤ z) = Φ(z)
H0 : µ = µ0 vs. HA : µ 6= µ0 P-value ≈ P(|Z| ≥ |z|) = 2 · [1− Φ(|z|)]

Decision Rule: If P-value ≤ α then reject H0 in favor of HA

If P-value > α then accept H0 (i.e. fail to reject H0)
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Textbook Logistics for Section 8.2

Difference(s) in Notation:

CONCEPT
TEXTBOOK

NOTATION

SLIDES/OUTLINE

NOTATION

Probability of Event P(A) P(A)

Alternative Hypothesis Ha HA

Skip the ”Normal Population Dist. with Known σ” section (pg 327-330)
In practice, population std deviation σ will not be known a priori.

Skip the ”β and Sample Size Determination” section (pg 330-331)
This will be briefly discussed in section 8.5
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Fin

Fin.
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