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PART I

PART I:

Gosset’s Q Distribution
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Gosset’s Q Distribution

Definition

Notation Q ∼ QM,ν

Parameters
M ≡ # Groups
ν ≡ # degrees of freedom

Support Supp(Q) = [0,∞)

pdf fQ(q; M, ν) :=
√

2π·M(M−1)νν/2

Γ(ν/2)·2−1+ν/2 ·
∫∞

0 xν · Φ′(
√
ν · x)·[∫∞

−∞ Φ′(u)Φ′(u− qx)[Φ(u)− Φ(u− qx)]M−2du
]

dx

Model(s) (Used exclusively for Statistical Inference)

Φ(·) ≡ Std Normal cdf Φ′(·) ≡ Std Normal pdf Γ(·) ≡ Gamma Function
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Gosset’s Q Distribution (Derivation)

Proposition
Given an experiment with M Normal(µ, σ2) random samples each of size J.
Define X(1),X(M) to be the smallest and largest sample means, respectively.
Moreover, let S2

pool be the pooled sample variance from the M samples.

Then, a Q distribution (AKA Studentized Range distribution) can created
as follows:

Q :=
X(M) − X(1)

Spool/
√

J
∼ QM,M(J−1)

PROOF: Beyond scope of course. Take Mathematical Statistics.
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Plot of Q Distributions (M grows & ν = 2 is fixed)
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Plot of Q Distributions (M grows & ν = 10 is fixed)
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Plot of Q Distributions (M = 2 is fixed & ν grows)
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Plot of Q Distributions (M = 10 is fixed & ν grows)
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Plot of Q Distributions (M & ν both grow in unison)
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Q-Cutoffs (AKA Q Critical Values) (Definition)

A key component to some ANOVA post-processing is the Q-cutoff:

Definition
q∗M,ν;α is called a Q-cutoff of the QM,ν distribution such that
its upper-tail probability is exactly its subscript value α: (Here, Q ∼ QM,ν)

P(Q > q∗M,ν;α) = α

NOTE: Do not confuse Q-cutoff q∗M,ν;α with Q percentile qM,ν;α:

P(Q ≤ qM,ν;α) = α

Another name for Q-cutoff is Q critical value.
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Q-Cutoffs Table (α = 0.1)
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Q-Cutoffs Table (α = 0.05)
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Q-Cutoffs Table (α = 0.025)
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Q-Cutoffs Table (α = 0.01)
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Q-Cutoffs Table (α = 0.005)
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PART II

PART II:

Finding Significantly Different Pop. Means in 1F bcrANOVA:

Tukey Complete Pairwise Post-Hoc Comparison
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Simultaneous Q-CI’s for Mean Differences

Suppose a 1F bcrANOVA results in the rejection of null hypothesis HA
0 .

Then, at least two of the population means significantly differ, but ANOVA
does not indicate which means significantly differ.

Thus, a post-hoc procedure must be used to find significant differences:

Proposition
Given an experiment with I groups each of size J such that the 1F bcrANOVA
assumptions are satisfied.

Then the simultaneous 100(1−α)% Q-CI’s for all mean differences µi − µj are:

(xi• − xj•)± q∗I,νres;α
·
√

MSerr/J ∀i < j [νres := I(J − 1)]

If Q-CI for µi − µj does not contain zero, then µi & µj significantly differ.

Unfortunately, computing all the Q-CI’s is tedious and wasteful.
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Tukey Complete Pairwise Post-Hoc Comparison
Fortunately, the following procedure is far more efficient:

Proposition
Given an experiment with I groups each of size J [νres := I(J − 1)]
where 1F bcrANOVA rejects HA

0 at significance level α.
Then, to determine which population means significantly differ:

1 Compute significant difference width w = q∗I,νres;α
·
√

MSres/J
2 Sort the group means in ascending order: x(1)• ≤ x(2)• ≤ · · · ≤ x(I)•

3 For each sorted group mean x(k)•:

If x(k+1)• 6∈
[
x(k)•, x(k)• + w

]
, repeat STEP 3 with next sorted mean.

Else, underline x(k)• and all larger means within a distance of w with new line.

Interpretation:

Group means sharing a common underline implies they are not
significantly different from one another.
Group means not sharing a common underline implies they are
significantly different from one another.
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CI’s for Comparing Collections of Group Means

Proposition
Given an experiment with I groups each of size J [νres := I(J − 1)]
such that the 1F bcrANOVA assumptions are satisfied.
Let constants c1, c2, · · · , cI ∈ R such that they sum to zero:

∑
i ci = 0.

Then the 100(1− α)% t-CI for mean collection difference
∑

i ciµi is:(∑
i cixi•

)
± t∗νres;α/2 ·

√
MSres ·

∑
i c2

i /J

Examples of collection differences:

# GROUPS: COLLECTIONS
TO COMPARE:

∑
i ciµi

I = 3 µ1 vs. (µ2, µ3) µ1 − 1
2 (µ2 + µ3)

I = 3 (µ1, µ2) vs. µ3
1
2 (µ1 + µ2)− µ3

I = 3 (µ1, µ3) vs. µ2
1
2 (µ1 + µ3)− µ2

I = 4 µ1 vs. (µ2, µ3, µ4) µ1 − 1
3 (µ2 + µ3 + µ4)

I = 4 (µ1, µ2) vs. (µ3, µ4) 1
2 (µ1 + µ2)− 1

2 (µ3 + µ4)
I = 4 (µ1, µ2, µ3) vs. µ4

1
3 (µ1 + µ2 + µ3)− µ4
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Other Post-Hoc Comparisons

METHOD: YEAR:
WORKS FOR

UNEQUAL
SIZES?

WORKS FOR
UNEQUAL

VARIANCES?
Bonferroni-Dunn 1958 NO NO

Tukey 1953 NO NO
Tukey-Kramer 1956 YES NO

Fisher 1949 YES NO
Fisher-Hayter 1986 YES NO

Scheffé 1953 YES NO
Kaiser-Bowden 1983 YES YES

The Bonferroni-Dunn post-hoc test is very conservative as it is simply a set of
t-tests with a correction to the α significance levels.

Only Tukey & Tukey-Kramer post-hoc comparisons will be considered.

Miller’s 1966 textbook♠ was the first to survey many of these techniques.
♠ R.G. Miller, Simultaneous Statistical Inference, Springer, 1966.
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Planned Comparisons

Planned comparisons are used when particular group mean comparisons
are desired even before the ANOVA is performed.

Often, these involve comparing treatment groups to a control group, which is
typical in product brand intervention studies.

The following methods are specifically tailored for control groups:

METHOD: YEAR:
WORKS FOR

UNEQUAL
SIZES?

WORKS FOR
UNEQUAL

VARIANCES?
Dunnett 1955 YES NO

Dunnett T3 1980 YES YES
Dunnett C 1980 YES YES

Planned comparisons will not be considered at all in this course.
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Textbook Logistics for Section 10.2

TEXTBOOK
TERMINOLOGY:

SLIDES/OUTLINE
TERMINOLOGY:

Treatment/Cell Group
Multiple Comparisons Post-Hoc Comparisons

CONCEPT TEXTBOOK
NOTATION

SLIDES/OUTLINE
NOTATION

Expected Value E(X) E[X]
Variance V(X) V[X]

Sum of Squares of Factor A SSTr SSA

Mean Square of Factor A MSTr MSA

Sum of Squares of Residuals SSE SSres

Mean Square of Residuals MSE MSres

Null Hypothesis for Factor A H0 HA
0

Alt. Hypothesis for Factor A HA HA
A

Q-Cutoff Qα,m,ν q∗M,ν;α
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Fin

Fin.
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