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Abstract—Fine-scale models based on stochastic master equations can provide the most detailed description of the dynamics of gene expression and imbed, in principle, all the information about the biochemical reactions involved in gene interactions. However, there is limited time-series experimental data available for inference of such fine-scale models. Furthermore, the computational complexity involved in the design of optimal intervention strategies to favorably effect system dynamics for such detailed models is enormous. Thus, there is a need to design mappings from fine-scale models to coarse-scale models while maintaining sufficient structure for the problem at hand and to study the effect of intervention policies designed using coarse-scale models when applied to fine-scale models. In this paper, we propose a mapping from a fine-scale model represented by a stochastic master equation to a coarse-scale model represented by a probabilistic Boolean network that maintains the collapsed steady state probability distribution of the detailed model. We also derive bounds on the performance of the intervention strategy designed using the coarse-scale model when applied to the fine-scale model.
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I. INTRODUCTION

T

HE sequencing of various genomes and technological advances in gene expression measurement over the last decade has provided tremendous opportunities for mathematical modeling of gene regulatory networks. There are two major objectives for modeling of genetic regulatory networks: first, to better understand the intergene interactions and relationships on a systems-level, thereby facilitating the diagnosis of disease; and second, to design and analyze therapeutic intervention strategies for shifting the state of a diseased network from an undesirable one to a desirable one. The first objective falls within the scope of the field known as systems biology, while the second objective falls within the scope of the field known as systems medicine. This paper deals with an issue arising in systems medicine.

The selection of a mathematical model to describe the dynamical behavior of a genetic regulatory network is dependent on the available data, estimation techniques, model complexity and specific purpose of constructing the model. From a systems biology point of view, the mathematical model must necessarily mimic the actual molecular biological interactions in as much detail as possible. A stochastic master equation model [1]–[3] can provide such detailed description of the dynamics of gene expression. However, the estimation of the parameters of the fine scale model requires larger data sets and preferably time series data. Furthermore, cell specific measurements instead of tissue averaged measurements are preferable for the inference of fine scale stochastic models. In the event of accurate inference of the parameters of the detailed model, the design of optimal intervention strategies for such a model possess a huge computational problem. From a systems medicine point of view, the network used for the purpose of design of intervention strategies can be a coarse representation of the biological phenomena occurring at the molecular level as long as it has the capability to faithfully capture the overall effects of intervention that are manifested at the phenotypic (observational) level. For intervention purposes, the effectiveness of drugs can usually be characterized by observing the expression levels of oncogenes, tumor suppressor genes and molecular markers of tumor progression represented by few discrete levels (mostly binary, ternary or quaternary). In one of our prior case studies [4], [5], we were able to approximate our goal of intervention by the coarse-scale objective of minimizing the steady-state probability of mRNA molecules of a specific molecular marker of tumor progression (WNT5A) being higher than some threshold. In this context, an intervention approach designed from a coarse-scale model and producing the desired behavior in the coarse-scale model will be reasonable if the designed policy when applied to the fine scale model also produces similar coarse-scale behavior.

The basic systems approach to cancer therapy can be described as a series of steps shown in Fig. 1. Intervention in genetic regulatory networks has been mainly studied to date using the coarse-scale probabilistic Boolean network model [6]. In
in the design of optimal intervention strategies to favorably effect system dynamics for such detailed models is enormous. For instance, if we consider the standard dynamic programming approach to calculate the optimal control policy for a discrete time stochastic master equation model with \(n\) genes and possible \(k\) mRNA/protein molecules for each gene and \(m\) binary control options, then each step of the Bellman recursion will involve a complexity of \(O(2^m k^n)\) [8]. The complexity is enormous as is evident if we consider \(m = 1\) control input, \(k = 40\) maximum mRNA/Protein molecules generated per gene and \(n = 5\) genes, then \(2^m k^n = 2048 \times 1000000 = 204.8\) million. If we use a reduced PBN model with \(k = 2\), then the complexity becomes a manageable \(2^{12}2^5 = 64\) calculations at each stage of the Bellman recursion.

The paper is organized as follows. We provide a brief description of the SME and the PBN model in Section II. Review and mathematical description of intervention are provided in Section III. The reduction mapping is presented in Section IV. We derived bounds on the control performance on Section V. Section VI contains simulation examples. Conclusions are provided in Section VII.

II. REVIEW OF GENETIC REGULATORY NETWORK MODELS

A. Stochastic Master Equation Models

Given a set of genes/proteins, the evolution of their expression levels constitutes a dynamical system over time. A large number of approaches have been proposed to model the behavior of genetic regulatory networks, both deterministic and stochastic [7], [9], [10]. Nonlinear ordinary differential equations have been used in modeling molecular interactions [11]–[14]. Equations of the form of \(\frac{dx}{dt} = k_3 x - \gamma_1 x\) are employed where \(k_3\) and \(\gamma_1\) are production and degradation constants respectively and \(r\) is a regulation function dependent on other genes. Discrete abstractions of differential equations in the form of piecewise linear differential equations have also been proposed as models for gene regulatory networks [15], [16]. Differential equation (DE) models assume that species concentration vary continuously and deterministically which is questionable in case of gene regulation [17]–[22]. Thus, stochastic and discrete fine-scale models commonly known as SME models have been proposed for modeling genetic regulatory networks [1]–[3]. To explain the SME models for genetic regulatory networks, let us consider a system with \(n\) molecular species and \(m\) different reaction channels where the state of the system is defined by \(x = [\phi_1, \phi_2, \ldots, \phi_n]\). \(x \in \mathbb{N}^n\) is a vector of integers representing a specific population of each of the \(n\) molecular species. For such a system, given the probability density vector \(p(x, t)\) at time \(t\), the probability that the system will be in the state \(x\) at time \(t + dt\) is given by

\[
p(x; t + dt) = p(x; t) \left(1 - \sum_{\mu=1}^{m} a_\mu(x)dt\right) + \sum_{\mu=1}^{m} p(x - \nu_\mu; t) a_\mu(x - \nu_\mu)dt\]

(1)

where \(a_\mu(x)dt\) denotes the probability that the \(\mu\)th reaction will happen in a time step of length \(dt\) and \(\nu_\mu\) is the stoichiometric transition vector. From (1), the differential equation known as the chemical master equation (CME) [3] can be derived:

\[
\dot{p}(x; t) = -p(x; t) \sum_{\mu=1}^{m} a_\mu(x) + \sum_{\mu=1}^{m} p(x - \nu_\mu; t) a_\mu(x - \nu_\mu).
\]

(2)
By considering all the reactions beginning or ending at state $x$, the time derivative of the probability density of state $x$ can be written in vector form as [23]

$$\dot{p}(x; t) = \left[ p(x; t) \right] \cdot \left[ \sum_{i=1}^{m} a_i(x) \right] \cdot \left[ a_m(x - v_m) \right]. \quad (3)$$

As $n_1$ is finite, the number of different possible vectors for $x$ is countable. Thus, we can map all the possible $x$'s in $\mathbb{N}^n$ to a sequence $x_1, x_2, \ldots$ of elements in $\mathbb{N}$. Let us represent that enumeration as $X := [x_1, x_2, \ldots]$ and rewrite (3) as

$$\dot{\mathbf{P}}(X; t) = \mathbf{P}(X; t) \mathbf{A} \quad (4)$$

where $\mathbf{P}(X; t) = [p(x_1; t), p(x_2; t), \ldots]$ is the complete probability density state vector at time $t$ and $\mathbf{A}$ is the state reaction matrix. The matrix $\mathbf{A}$ has the following properties: it is independent of $t$, all of its diagonal elements are nonpositive, and all of its off-diagonal elements are non-negative and all the rows sum to exactly zero. For the case of finite number of reachable states, the solution can be computed as $\mathbf{P}(X; t) = \mathbf{P}(X, 0)e^{\mathbf{A}t}$ [23].

### B. Probabilistic Boolean Network Models

Discrete models with synchronous timing have been used since the late 1960s in the form of the Boolean network model [24]. In this model, gene expression is quantized to two levels: ON and OFF denoted by 1 and 0, respectively. The motivation behind application of control theory is to devise optimal policies for manipulating control variables that affect the transition probabilities of the network and can, therefore, be used to desirably affect its dynamic evolution. This method depends on the Markov chain induced by the PBN and therefore is extendable to other dynamical systems based on graphical models, such as dynamic Bayesian networks. In practice, intervention will be achieved by a) targeted small molecule kinase inhibitors (Imatinib, Gefitinib, Erlotinib, Sunitinib, etc. [29]), b) Monoclonal antibodies altering the protein concentrations (Cetuximab, Alemtuzumab, Trastuzumab, etc. [29]), or c) gene knockdowns [30]. The state desirability is determined by the values of genes/proteins associated with phenotypes of interest. The initial approach consisted of favorably altering the mean first passage times (MFPTs), increasing MFPTs to undesirable states and decreasing MFPTs to desirable states, in the Markov chain associated with a PBN via a one-time perturbation of the expression of a control gene [31]. Shortly thereafter, stochastic control theory was used to alter the transient dynamics over a finite time horizon [32]. Subsequently, infinite-horizon control, with the goal of favorably altering the steady-state distribution of the network via a stationary control policy [4] was considered. To explain infinite-horizon intervention in PBNs, we next provide a brief mathematical description of the control problem. A PBN with control can be modeled as a finite state Markov chain [4], [33] described by the control-dependent one-step transition probability $p_{ij}(u) = P(z_{t+1} = j | z_t = i, u_t = u)$ where, for all $t$, the state $z_t$ is an element of a space $S$ and the control input $u_t$ is an element of a space $C$. The states make transitions according to $\omega := \{ P_{ij} \}_{u \in C}$. In this case, once a control input is chosen, the resulting controlled transition probability matrix is uniquely determined. Let $\mu = (u_1, u_2, \ldots)$ represent a generic control policy and $\Pi$ represent the set of all possible $\mu$'s, i.e., the set of all possible control policies. Let $J_{\mu, \omega}$ denote the expected total cost for the discounted cost infinite-horizon problem [4] under control policy $\mu$ and transitions $\omega$.

$$J_{\mu, \omega}(z_0) = \lim_{M \to \infty} E_{\omega} \left\{ \sum_{t=0}^{M-1} \alpha^t g(z_t, u_t, z_{t+1}) \right\} \quad (5)$$
where \(0 < \alpha < 1\) denotes the discount factor and \(\tilde{g}(z_t, u_t, z_{t+1})\) represents the cost of going from state \(z_t\) to \(z_{t+1}\) under the control action \(u_t\). \(\tilde{g}\) is higher for undesirable destination states. For the same destination states, \(\tilde{g}\) is higher when the control is active versus when it is not. In the general formulation, the inclusion of the discount factor \(\alpha\) in the cost captures the fact that costs incurred at a later time are less significant. In the case of cancer treatment, it signifies that the condition of the patient in the initial stages of treatment is more important than the condition at a later stage, or in other words, the reward for improving the condition of the patient in the present is more significant than the reward obtained from similar improvement at a later stage. This approach is reasonable if we keep in mind the expected life span of the patient.

The control problem here corresponds to minimizing the cost in (5). Consequently, the optimal infinite-horizon discounted cost is given by

\[
\Phi(\Pi, \omega, z_0) := \min_{\mu \in \Pi} J_{\mu, \omega}(z_0).
\]

We are mainly interested in infinite-horizon control because such policies allow us to optimally alter the steady-state distribution of the network by driving its probability mass into desirable states. In [4], we utilized a stationary control policy to shift the steady-state distribution for a PBN derived from gene expression data collected in a metastatic melanoma.

IV. REDUCTION MAPPING AND ASSOCIATED TRANSITION PROBABILITIES

If we consider the number of possible \(X_i\)’s to be finite, then the exact solution to the CME can be obtained through the exponential equation \(P(X; t) = P(X, 0) e^{At}\). This kind of situation can arise in biological systems where the number of mRNA/Protein molecules that can be generated are bounded. If for systems, the dimension of \(X\) is infinite, we can apply the finite state projection approach [23] to arrive at a finite truncation of the state space. Henceforth, we will consider a CME with finite number of states \(\mathcal{M}\) and our purpose is to transform that model to a smaller scale PBN model while maintaining some characteristics of the CME model. As the steady state distribution of the genetic regulatory network is considered representative of the phenotype, our objective will be to maintain the steady state distribution. The finite state continuous time CME model can be approximated by a discrete-time sampled Markov chain by using a suitable time period \(\Delta t\). The \(\mathcal{M} \times \mathcal{M}\) state transition probabilities of the discrete-time Markov chain denoted by \(P^{\Delta}\) is given by the equation \(P^{\Delta}_t = e^{A t}\Delta t\). We will map these transition probabilities to a \(N \times N\) transition probability matrix of a PBN denoted by \(P_w\) where \(N\) will be \(2^n\) for binary levels and \(3^n\) for the case of ternary levels. We will consider binary PBNs from now onwards but the derivation for more than two levels will be similar. Let \(T_i\) for \(i \in \{1, 2, \ldots, n\}\) denote the thresholds for binarization. For instance, if \(x(t) = [\Psi_1, \Psi_2, \ldots, \Psi_n]\), then the corresponding state for the PBN is \(y = [\psi_1, \psi_2, \ldots, \psi_n]\) where \(\psi_i = 1\) if \(\Psi_i > T_i\) or \(\psi_i = 0\) if \(\Psi_i < T_i\) for all \(i \in \{1, 2, \ldots, n\}\). As the states of the PBN will be \(n\)-dimensional vectors ranging from \(00\ldots0\) to \(11\ldots1\), we can represent them by the decimal equivalent state \(z_t\) where \(z_t\) ranges from 1 to \(2^n\).

Let us consider a sequence \(0 = a_0, a_1, \ldots, a_N = M\) such that \(a_i - a_{i-1}\) for \(i \in \{1, 2, \ldots, 2^n\}\) denote the number of states in the CME model that map to state \(i\) in the PBN model. The states of the CME model will be denoted by \(w_t\) ranging from 1 to \(M\). The states will be re-ordered such that the states \(a_{i-1} + 1\) to \(a_i\) of the CME will be mapped to state \(i\) of the PBN for \(i = 1, \ldots, N\). Note that the subscript \(\Delta\) refers to the higher dimensional discrete time CME model whereas the subscript \(r\) refers to the lower dimensional PBN model.

Let the state of the PBN at time \(t\) be \(z_t = i\) and the state at time \(t+1\) be \(z_{t+1} = j\). The transition probability of going from state \(i\) to state \(j\) is given by [34]

\[
P^\Delta_t(i, j) = P(z_{t+1} = j | z_t = i) = \sum_{j_1 = a_{j-1} + 1}^{a_j} \sum_{j_2 = a_{i-1} + 1}^{a_i} P(w_{t+1} = j_1, w_t = i_1) P(w_t = i_2) = \sum_{i_2 = a_{i-1} + 1}^{a_i} \sum_{i_1 = a_{i-1} + 1}^{a_i} P(w_{t+1} = j_1 | w_t = i_1) P(w_t = i_2) = \sum_{i_2 = a_{i-1} + 1}^{a_i} \sum_{i_1 = a_{i-1} + 1}^{a_i} P^\Delta(i_1, j_1) P(w_t = i_1) P(w_t = i_2).
\]

We next show that if we use the steady state probabilities of the CME model for \(P(w_t = i_1)|\) in (7), then the steady state probabilities of the resultant PBN, \(P_w\), will be the same as the collapsed steady state probabilities of the CME model. Here collapsing refers to the summation of the state probabilities of the detailed model that map to a certain state of the PBN model. For instance, if \(\eta\) represents the \(M\) dimensional steady state probability vector for the CME model, then the collapsed steady state vector will be a \(N\) dimensional vector represented by \(\zeta\) where \(\zeta(i) = \sum_{j=a_{i-1}+1}^{a_i} \eta(j)\) for \(i = 1, \ldots, N\). We next prove the equivalence of \(\zeta\) and the steady state probabilities of the PBN represented by the following state transition probabilities:

\[
P^\eta_t(i, j) = \sum_{j_1 = a_{j-1} + 1}^{a_j} \sum_{j_2 = a_{i-1} + 1}^{a_i} P^\Delta(i_1, j_1) \eta(j_2).
\]
**Theorem IV.1:** With (8) denoting the transition probabilities of the PBN, the steady state probability distribution vector, \( \pi \), of the PBN is given by

\[
\pi(i) = \sum_{i_2 = a_{i-1}+1}^{a_i} \eta(i_2) = \zeta(i)
\]  

for \( i = 1, \ldots, N \).

**Proof:** Assuming an ergodic Markov Chain, \( \zeta \) is the steady state distribution of the PBN if it satisfies the equation

\[
\sum_{i=1}^{N} \zeta(i) P(i, j) = \zeta(j)
\]

for each \( j \in 1, 2 \ldots N \).

Since \( \eta \) is the steady state distribution for the \( M \times M \) CME model \( P_\Delta \), it satisfies \( \eta(j_1) = \sum_{i_0=1}^{M} \eta(i_0) P_\Delta(i_0, j_1) \) Thus

\[
\zeta(j) = \sum_{j_1 = a_{j-1}+1}^{a_j} \eta(j_1) = \sum_{j_1 = a_{j-1}+1}^{a_j} \sum_{i_0=1}^{M} \eta(i_0) P_\Delta(i_0, j_1) = \sum_{j_1 = a_{j-1}+1}^{a_j} \sum_{i_1 = a_{i-1}+1}^{a_i} \eta(i_1) P_\Delta(i_1, j_1) = \sum_{i_1 = a_{i-1}+1}^{a_i} \sum_{a_{i-1}+1}^{a_i} \eta(i_2) P_\Delta(i_2, j) \text{ (from eq. (8))} = \sum_{i_1 = a_{i-1}+1}^{a_i} P_\Delta(i_1, j) \zeta(i_1).
\]

This shows that \( \zeta \) satisfies the steady state probability equations of the PBN and is equal to \( \pi \) assuming an ergodic Markov Chain.

We have established that if the transition probabilities of the PBN are decided based on (8), then the steady state probabilities of the generated PBN is same as the collapsed steady state probabilities of the original detailed network. Thus, we are able to maintain the collapsed steady-state probabilities which might be indicative of a phenotype. If we revisit (8), we notice that \( P_\Delta(i_1, j) \) can be calculated from the transitions of the network once it has reached the steady state. If we observe the steady-state transitions of the genetic regulatory network modeled by the CME for a long time and generate the state-transition probabilities of the PBN \( P_\Delta(i_1, j) \) based on the number of transitions occurring from state \( i \) to state \( j \) divided by the total number of transitions from state \( i \), we will arrive at (8). Thus, the mapping described by (8) exists between a network represented by a CME model and a coarse-scale PBN model when the transition probabilities of the PBN are inferred based on state transition data at steady-state.

**V. EFFECT ON INTERVENTION PERFORMANCE**

Let us consider the case that we have two control actions at each time step and \( P_{\Delta_1} \) and \( P_{\Delta_2} \) represent the stochastic master equation (chemical master equation) models corresponding to the two control actions. In practice, \( P_{\Delta_1} \) might represent the model of the network with no drug delivery and \( P_{\Delta_2} \) represent the model of the network following a drug delivery. Let, \( P_{r_1} \) and \( P_{r_2} \) represent the transition probability matrices of the PBNs generated from models \( P_{\Delta_1} \) and \( P_{\Delta_2} \) respectively using (8).

Since, we will design the control policy based on the reduced model, our control design will be based on \( P_{r_1} \) and \( P_{r_2} \). Let the goal of our control action be to alter the steady state probability distribution of the network and we design a stationary control policy using dynamic programming approaches based on \( P_{r_1} \) and \( P_{r_2} \) by minimizing (6). A stationary control policy for the case of two control actions for the PBN will be a binary vector of length \( N \) where 0 at location \( i \) denotes no control action when at state \( i \) (the model of the network for state \( i \) will then be based on \( P_{\Delta_1} \) whereas a 1 at location \( i \) denotes control action when at state \( i \) (the model of the network for state \( i \) will then be based on \( P_{\Delta_2} \)). To illustrate it further, let us consider a simple example where \( N = 2 \).

\[
P_{r_1} = \begin{bmatrix}
0.2 & 0.8 \\
0.65 & 0.35
\end{bmatrix}
\]

\[
P_{r_2} = \begin{bmatrix}
0.45 & 0.55 \\
0.25 & 0.75
\end{bmatrix}
\]

and stationary control policy = \([0 \ 1]\). Let \( P_{rd} \) denote the controlled PBN transition probability matrix for a specific stationary control policy. Thus, for the stationary control policy of \([0 \ 1]\), \( P_{rd} \) will have its first row from \( P_{r_1} \) and second row from \( P_{r_2} \), i.e.,

\[
P_{rd} = \begin{bmatrix}
0.2 & 0.8 \\
0.25 & 0.75
\end{bmatrix}
\]

Thus, we will represent the controlled model as \( P_{rd} = TP_{r_1} + (I_N - T)P_{r_2} \) where \( I_N \) represent the identity matrix of size \( N \times N \) and \( T \) is a \( N \times N \) matrix with all entries zero except the diagonal entries corresponding to no control action equal to 1. For the example earlier,

\[
T = \begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix}
\]

When a control policy designed using the PBN is applied to the fine-scale stochastic network model, the control policy corresponding to states \( a_{i-1} + 1, \ldots, a_i \) of the stochastic master equation model will be the same as the control policy for state \( i \) of the PBN. Thus, the controlled fine scale model will be \( P_{\Delta_1} = TP_{\Delta_1} + (I_M - T)P_{\Delta_2} \) where \( T \) is a \( M \times M \) matrix of all zeros except the states that map to PBN states with no control action, equal to 1. For the example before, if we consider \( M = 4 \) and the states 1 and 2 of the fine-scale model map to state 1 of the PBN, then

\[
T = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

Let \( P_{rd} \) represent the \( N \times N \) size transition probability matrix of the PBN generated from \( P_{\Delta_2} \) according to (8). Let \( \pi_d \) and \( \pi_c \) represent the steady-state probability distribution vectors for \( P_{rd} \) and \( P_{r_1} \), respectively. Let \( \eta_c \) be the length \( M \) steady state probability distribution vector of \( P_{\Delta_2} \), and \( \zeta_c \) be the length \( N \) collapsed steady state probability distribution vector of \( P_{\Delta_2} \). Due to Theorem IV.1, \( \pi_c \) is equal to \( \zeta_c \).

Our control objective is to alter the steady state probabilities of the network which in our control design is represented
When the designed control policy is applied to the actual network represented by the fine-scale model, the resulting coarse-scale steady state probability vector is $\pi_c$. We would like to study the conditions for $\pi_c$ to be close to $\pi_d$ so that our control designed on a reduced network when applied to the fine-scale network will have similar coarse-scale performance.

Let

$$u(i) = \begin{cases} 
1 & \text{if } T(i, i) = 1 \\
2 & \text{if } T(i, i) = 0.
\end{cases}$$

Then,

$$P_{rc}(i, j) = \sum_{j=i}^{a_j} \sum_{i_1 = a_{i-1} + 1}^{a_i} P_{\Delta u(i)}(i_1, j_1) \eta_k(i_1)$$

and

$$P_{ru}(i, j) = \sum_{j=i}^{a_j} \sum_{i_1 = a_{i-1} + 1}^{a_i} P_{\Delta u(i)}(i_1, j_1) \eta_h(i_1)$$

where $\Delta u(i)$ is defined as

$$\Delta u(i) = \begin{cases} 
1 & \text{if } u(i) = 1 \\
0 & \text{otherwise.}
\end{cases}$$

Let $\beta_1(i_1, j) = \sum_{j=i}^{a_j} P_{\Delta u(i)}(i_1, j_1)$ and $\beta_2(i_1, j) = \sum_{j=i}^{a_j} P_{\Delta u(i)}(i_1, j_1)$. We represent $\beta_1(i_1, j)$ and $\beta_2(i_1, j)$ for $i_1 \in [a_{i-1} + 1, a_i - 1] \cup \{a_i - 1\}$ as summation of two terms with the first one independent of $i$ and dependent on $j$ and the second term dependent on $i$ and $j$.

$$\beta_1(i_1, j) = t_1(i_1, j) + e_1(i_1, j)$$

and

$$\beta_2(i_1, j) = t_2(i_1, j) + e_2(i_1, j).$$

Let $\epsilon$ denote the maximum of $|e_1(i_1, j)|$ and $|e_2(i_1, j)|$, i.e., $-\epsilon \leq e_1(i_1, j) \leq \epsilon$ and $-\epsilon \leq e_2(i_1, j) \leq \epsilon \forall i_1 \in [1, 2, \ldots, M], j \in [1, 2, \ldots, N]$. The value of $\epsilon$ can be calculated as (13), shown at the bottom of the page.

The following theorem bounds the difference between the transition probabilities of $P_{rc}$ and $P_{ru}$ in terms of $\epsilon$.

**Theorem V.1:** $|P_{rc}(i, j) - P_{ru}(i, j)| \leq 2\epsilon$ for $\forall i, j \in [1, 2, \ldots, N]$.

**Proof:** See (14)–(16), shown at the bottom of the next page.

A low value of $\epsilon$ signifies that the probabilities of leaving the state $i$ from the states mapping to state $i$ (i.e., $i_1 \cdots i_g$) are very similar. $\epsilon$ can have a low value for cases such as with bimodal gene expressions where thresholds are selected to divide the distinct modes. We should also note that $\epsilon$ calculated by (14) can be large due to limited instances of largely different $\beta(i_1, j)$’s among $i_1 \in [a_{i-1} + 1, a_i]$. In other words, for an $i$ and $j$, most $\beta(i_1, j)$ for $i_1 \in [a_{i-1} + 1, a_i]$ can be similar but $\epsilon$ can be large due to the few largely different $\beta(i_1, j)$’s. We should note here that since $a_{i-1} - a_{i-1} = 0$ can be huge, the few $(\ll a_i - a_{i-1})$ different $\beta(i_1, j)$ can unnecessarily produce a weak bound for $|P_{rc}(i, j) - P_{ru}(i, j)|$ using (16). To illustrate it further, let us consider $L = a_i - a_i - 1$ and $\epsilon_{ru}(i_1, j) < \epsilon$ for $L < L$ of $i_1$’s and $|\epsilon_{ru}(i_1, j)| < \epsilon$ where $\tau \gg \epsilon$ is valid for the rest $L - L$ of $i_1$’s. For this case, using (13) will produce $\epsilon > \epsilon$ and thus Theorem V.1 will produce an upper-bound of at least $2\epsilon$ for $|P_{rc}(i, j) - P_{ru}(i, j)|$. We will show next that the upper bound for the expected value of $|P_{rc}(i, j) - P_{ru}(i, j)|$ will be closer to $2\epsilon$ which will be a much tighter bound as compared to $2\epsilon$. Without loss of generality, let us assume that $|\epsilon_{ru}(i_1, j)| < \epsilon$ is valid for $i_1 = a_{i-1} + 1, \ldots, a_i - 1 + 1$ whereas $|\epsilon_{ru}(i_1, j)| < \epsilon$ is valid for $i_1 = a_{i-1} + 1, a_i - 1, \ldots, a_i - a_{i-1}$. Then assuming independence of $\epsilon_{ru}(i_1, j)$ and $\eta_k(i_1)$, we have from (15)

$$E_{\epsilon}(\epsilon) = \left(\frac{\sum_{i=a_{i-1} + 1}^{a_i} \epsilon_{ru}(i_1, j) \eta_k(i_1)}{\zeta(i)} \right)$$

and

$$E_{\epsilon}(\epsilon) = \left(\frac{\sum_{i=a_{i-1} + 1}^{a_i} \epsilon_{ru}(i_1, j) \eta_k(i_1)}{\zeta(i)} \right)$$

where $\epsilon_{ru}(i_1, j)$ is defined as

$$\epsilon_{ru}(i_1, j) = \begin{cases} 
1 & \text{if } \epsilon_{ru}(i_1, j) = 1 \\
0 & \text{otherwise.}
\end{cases}$$

Let $\epsilon$ denote the maximum of $|e_1(i_1, j)|$ and $|e_2(i_1, j)|$, i.e., $-\epsilon \leq e_1(i_1, j) \leq \epsilon$ and $-\epsilon \leq e_2(i_1, j) \leq \epsilon \forall i_1 \in [1, 2, \ldots, M], j \in [1, 2, \ldots, N]$. The value of $\epsilon$ can be calculated as (13), shown at the bottom of the page.
where $I_N$ is the identity matrix of size $N \times N$ and the solution vector $x$ is equal to $\pi_c$. The residual for the approximate solution $\pi_d$ is given by $\kappa = \pi_d(P_{\pi_c} - I_N)$ where the norm of $\kappa$ provides a measure of closeness of the approximate solution as compared to the true solution [35].

$$|\kappa|_\infty = |\pi_d(P_{\pi_c} - I_N)|_\infty = |\pi_d(P_{\pi_c} - P_d)|_\infty \quad \text{as} \quad \pi_d I_N = \pi_d = \pi_d P_d \leq 2\epsilon \quad \text{(from Theorem V.1)}.$$  

Another way, we can bound the difference is based on perturbation bounds. For two Markov Chains with transition probabilities $P_d$ and $P_c$ and sharing a common state space, the difference between the two stationary distributions can be bounded by $|\pi_d - \pi_c|_q \leq k||E||_\infty$ where $q = 1$ or $\infty$ and $k > 0$ are some constants and $|\pi_d - \pi_c|_q$ refers to the $q$th norm of the vector $\pi_d - \pi_c$ and $||E||_\infty$ denotes the $\infty$ norm of the error matrix $E = P_d - P_c$ which is equivalent to the maximum absolute row sum of $E$. The constants $k$ are usually referred to as *condition numbers* and several of them have been studied in the literature. Obviously, some of the condition numbers will yield tighter bounds than the others and [36] gives a nice comparison of the available bounds.

These perturbation bounds are mostly stated in terms of the fundamental matrix or the *group inverse* of $A := I - P$. The fundamental matrix of the Markov Chain with transition probability matrix $P$ is defined by

$$Z = (A + \epsilon \pi^T)^{-1}$$  

where $\epsilon = [1 \ 1 \ \cdots \ 1]^T$. The group inverse of $A$ is the unique square matrix $A^#$ satisfying the relationships

$$AA^#A = A, \quad A^#AA^# = A^#,$$  

and $A^#A = A^#A$.  

The currently available condition numbers for bounding the 1 and $\infty$ norms of the perturbations in the steady-state distributions are [36]

$$k_1 = \|Z\|_\infty q = 1$$  

$$k_2 = \|A^#\|_\infty q = 1$$  

$$k_3 = \max \frac{a^#_{ij} - \min a^#_{ij}}{2} q = \infty$$  

$$k_4 = \max a^#_{ij} q = \infty$$  

$$k_5 = \frac{1}{1 - \tau_1(P)} q = 1$$  

$$k_6 = \tau_1(A^#) = \tau_1(Z) q = 1$$  

$$\min \|A^#_{ij}\|_\infty = \infty.$$  

(16)
From Theorem V.1, \(|E|_\infty \leq 2Ne\) and if the condition number for \(P_d\) is small, then we are sure that the outcome of the control policy designed on \(P_d\) when applied to the fine-scale model will have coarse-scale behavior closely following \(\pi_d\).

VI. EXAMPLE I

We apply the reduction technique to a genetic toggle switch where there are two competing proteins \(U_1\) and \(U_2\), each of which inhibits the transcription of the other [37], [38]. The decay reactions \(U_1 \rightarrow \phi\) and \(U_2 \rightarrow \phi\) have propensities \(c\Psi_1\) and \(c\Psi_2\), respectively. The transcription of new copies of the proteins is guided by the reactions \(\phi \rightarrow U_1\) and \(\phi \rightarrow U_2\) with propensities \(b/(b+\Psi_1)\) and \(b/(b+\Psi_2)\), respectively. Based on [37], we consider \(b = 0.4\) and \(c = 0.05\) as the starting system. We truncate the maximum number of protein molecules for \(U_1\) and \(U_2\) to 39 resulting in a total number of \(40 \times 40 = 1600\) possible states for the CME. Based on the propensity functions and parameter values \(b = 0.4\) and \(c = 0.05\), the state reaction matrix, \(A_1\), is generated and the continuous Markov chain is approximated by a discrete chain using the following equation \(P_{\Delta t} = e^{A_1\Delta t}\) with a time step of \(\Delta t = 0.1\) seconds. The thresholds for binarization of the proteins \(U_1\) and \(U_2\) are selected to be \(T_1 = T_2 = 6\) molecules.\(^1\) After binarization, the two protein reduced network has \(2 \times 2 = 4\) states. We calculated the transition probabilities of the reduced model (PBN \(P_{\tau_1}\)) using (8). In our case, the Markov chain \(P_{\Delta t}\) is ergodic as all the states are communicating, recurrent and aperiodic. Due to the ergodicity, \(P_{\Delta t}\) has a unique steady state probability distribution. The equivalence of the steady state probability distribution \(\pi_1\) of \(P_{\tau_1}\) and the collapsed state probability distribution \(\zeta_1\) of \(P_{\Delta t}\) is shown in Fig. 2.

To study the effect of the control policy designed on the reduced network being applied to the original network, we consider a control problem similar to (5). The control input is assumed to increase the decay of the proteins by increasing the value of the parameter \(c\) to 0.1. Let \(P_{\Delta t}\) denote the \(M \times M\) transition probabilities corresponding to the system with \(c = 0.1\) and \(b = 0.4\). \(P_{\tau_2}\) denotes the transition probability matrix of the PBN corresponding to \(P_{\Delta t}\) calculated using (8). We consider the control objective of reducing the number of steady state molecules of \(U_1\) and \(U_2\). In the PBN model, the control objective can be translated into increasing the steady state probability mass of state 1 (corresponding to binary state \([0, 1]\) and \([1, 0]\) respectively). The cost of control is assumed to be 0.2 and the states are assigned penalties as follows:

\[
\tilde{g}(i, u, j) = \begin{cases} 
0 & \text{if } u = 0 \text{ and } j = 1 \\
.2 & \text{if } u = 1 \text{ and } j = 1 \\
2.5 & \text{if } u = 0 \text{ and } 2 \leq j \leq 4 \\
5 & \text{if } u = 1 \text{ and } 2 \leq j \leq 4.
\end{cases}
\]

The discount factor \(\alpha\) for the simulation is taken to be 0.9. Using dynamic programming, we generated the following optimal stationary control policy: No control when in state 1 and application of control when in states 2, 3, and 4. The designed control policy is applied to the reduced PBN model and the detailed CME model. For the detailed CME model, the control policy for the states \(\alpha_{t-1} = 1\) to \(\alpha_t\) are same as the control policy for the state \(i\) of the PBN. The steady state distribution \(\pi_d\) of the PBN and the collapsed steady state distribution \(\zeta_c\) of the CME model after application of the control policy are shown in Fig. 3. We notice that the collapsed probability distribution \(\zeta_c\) is not exactly same as the controlled PBN probability distribution \(\pi_d\) but is very close to it. The steady state mass of the states with both \(U_1\) and \(U_2\) molecules less than 6 is higher in the controlled CME model (0.483) than in the original CME model (0.1956 as shown in Fig. 2). The \(\epsilon\) for this example calculated using (13) is 0.0562 and the maximum of \(|P_{\Delta t}(i, j) - P_d(i, j)|\) \(\forall i, j \in [1, \ldots, N]\) is 0.0061. Thus, our bound based on Theorem V.1 is \(|P_{\Delta t}(i, j) - P_d(i, j)| < 2\epsilon = 0.1124\) \(\forall i, j \in [1, \ldots, N]\) which shows that the bound is quite loose for this example. However, for systems with lower \(\epsilon\), we are guaranteed to have \(\pi_d\) similar to \(\pi_c\). Furthermore, \(\epsilon\) can be used as an heuristic for determining threshold levels. The infinity norm of the residual \(\pi_d(P_{\Delta t} - I_{\infty})\) for the approximate solution \(\pi_d\) for this example is \(9.0022 \times 10^{-4}\) which is less than \(2\epsilon\) as proved in (18). The tightest condition number for this example was \(k_f = 62.77\) which upper bounds \(|\pi_d - \pi_c|_\infty\) by \(k_f|E|_\infty = 62.77 \times 0.0111 = 0.69\). \(|\pi_d - \pi_c|_\infty\) for this example is actually 0.04 which is less than the upper bound of 0.69. It however shows that the bound based on condition numbers is highly weak for this case.

Another parameter that can influence the difference between \(\pi_d\) and \(\pi_c\) is \(\Delta t\) used to convert the continuous time Markov chain to discrete time Markov chain. We next observe the change in \(\epsilon\) with \(\Delta t\). In Fig. 4, we plotted \(\epsilon\) versus \(\Delta t\) at intervals of 0.5 seconds starting at 0.1 second. We notice that the value of \(\epsilon\) monotonically increases at first reaching a maximum and then monotonically decreases. The minimum value of \(\epsilon\)
will be zero when \( \Delta t \) is extremely large as that will signify the steady state transition probability matrix with all rows equal to the steady state probability vector. A lower \( \Delta t \) to discretize the continuous time CME model will keep the value of \( \epsilon \) low but a control policy designed for extremely low values of \( \Delta t \) will not be implementable in practice as a drug cannot be provided or removed in extremely small time periods. Furthermore, a control policy designed using a model discretized at extremely low \( \Delta t \) will require the cost of control to be much smaller. For instance, if we change \( \Delta t \) of the current example from 0.1 to 0.01, the current cost of control will produce a control policy of no action with steady state probability distribution of the controlled chain equal to \( \pi_1 \). However, if the cost of control is changed to 0.02, then we have results similar to Fig. 3.

As the plot in Fig. 4 suggests, a high value of \( \Delta t \) produces lower \( \epsilon \). However, designing at high \( \Delta t \) may not produce the desired control outcome as the network will not be controlled for long periods (\( \Delta t \)) of time. To illustrate, let us consider that \( \Delta t \) is extremely large (large enough to reach steady state behavior) and thus \( P_{\pi_1} \) and \( P_{\pi_2} \) will have all rows equal to \( \pi_1 \) and \( \pi_2 \) respectively. In this scenario, let us denote the controlled (stationary control policy) transition probability matrix by \( P_{rd} \), whose rows are either \( \pi_1 \) or \( \pi_2 \). Then,

\[
\text{Theorem VI.1:} \quad \min(\pi_1(i), \pi_2(i)) \leq \pi_{rd}(i) \leq \max(\pi_1(i), \pi_2(i)) \quad \forall i \in [1, \ldots, N].
\]

**Proof:**

\[
\pi_{rd} = \pi_{rd} P_{rd} \quad \forall i \in [1, \ldots, N]
\]

\[
\pi_{rd}(i) = \pi_1(i) \sum_{j=1, \mu(j) \neq 2}^{n} \pi_{rd}(j) + \pi_2(i) \sum_{j=1, \mu(j) \neq 1}^{n} \pi_{rd}(j).
\]

Thus,

\[
\min(\pi_1(i), \pi_2(i)) \leq \pi_{rd}(i) \leq \max(\pi_1(i), \pi_2(i)).
\]

Consequently, if our objective is to produce \( \pi_{rd}(i) \geq \max(\pi_1(i), \pi_2(i)) \) or \( \pi_{rd}(i) \leq \min(\pi_1(i), \pi_2(i)) \) for some \( i \), a large \( \Delta t \) will not produce that.

As mentioned earlier in Section I, the computational cost involved in designing the control policy for a detailed model is enormous. However, we have a manageable 1600 states in the detailed model for this specific example allowing the generation of a control policy based on the SME model to check its performance as compared to \( \zeta_c \). For the 1600 state SME model, we assumed a zero cost of control and the states are assigned penalties as follows:

\[
g(i, u, j) = \begin{cases} 
0 & \text{if } u = 0 \text{ or } 1 \text{ and } 1 \leq j \leq 36 \\
5 & \text{if } u = 0 \text{ or } 1 \text{ and } 37 \leq j \leq 1600. 
\end{cases}
\]

Let \( \sigma_c \) denotes the collapsed steady state distribution corresponding to the controlled detailed model where the control policy has been designed based on the detailed SME model. Fig. 5 shows the steady states \( \zeta_c \) and \( \sigma_c \). We observe that \( \zeta_c \) outperforms \( \sigma_c \) by having more probability in the desirable state 1 but the difference is not significant. This shows that the policy designed on the reduced PBN is performing close to the policy designed on the detailed SME with respect to the collapsed steady state.

**VII. Example II**

Our reduction procedure is also applied to a model representing the life cycle of bacteriophage-\( \lambda \) [37], [38] which involves five proteins \( U_1, U_2, \ldots, U_5 \). The decay reactions \( U_i \rightarrow \phi \) for \( i = 1, 2, \ldots, 5 \) are with propensities \( c_i \Psi_i \) for \( i = 1, 2, \ldots, 5 \). The generation reactions with their respective propensities are as follows:

1. \( \phi \rightarrow U_1 \) with propensity \( a_1 b_1/(b_1 + \Psi_2) \);
2. \( \phi \rightarrow U_2 \) with propensity \( (a_2 + \Psi_1) b_2/(b_2 + \Psi_1) \);
3. \( \phi \rightarrow U_3 \) with propensity \( a_3 b_3 \Psi_2/(b_3 \Psi_2 + 1) \);
4. \( \phi \rightarrow U_4 \) with propensity \( a_4 b_4 \Psi_3/(b_4 \Psi_3 + 1) \);
5. \( \phi \rightarrow U_5 \) with propensity \( a_5 b_5 \Psi_3/(b_5 \Psi_3 + 1) \).

The generation reactions for the proteins originate from the mechanism of transitions between two phases, lysogenic and lytic, present typically in the life of a bacteriophage-\( \lambda \). Alterations from one phase to another are regulated by a toggle switch of two competing proteins \( U_1 \) and \( U_2 \), which inhibit each other’s transcription. In the lysogenic phase \( U_2 \) is abundant while suppressing the production of \( U_1 \) via the reaction 1. The generation of \( U_2 \) via reaction 2, on the other hand, depends on the amount of \( U_2 \). Under a stressed situation \( U_2 \) decreases as the phase transitions into the lytic stage. The parameters \( a_i, b_i, c_i \) are taken from [37] as shown in Table I.

The maximum number of protein molecules for \( U_1, U_2, U_3, U_4, \) and \( U_5 \) are truncated to be at 3, 24, 3, 3, and 2, respectively so that the total number of possible states for the CME is \( 4 \times 25 \times 4 \times 4 \times 3 = 4800 \).

We use the above propensity functions and values for parameters \( a_i, b_i, c_i \) the state reaction

<table>
<thead>
<tr>
<th>( i )</th>
<th>( a_i )</th>
<th>( b_i )</th>
<th>( c_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.0025</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>0.6</td>
<td>0.0007</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>1</td>
<td>0.0231</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>1</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>1</td>
<td>0.01</td>
</tr>
</tbody>
</table>
matrix, $A_1$ is computed and the continuous Markov chain is approximated by a discrete chain using equation $P_{\Delta t} = e^{A_1 \Delta t}$ with a time step of $\Delta t = 0.1$ seconds. The binarization of the proteins is achieved using thresholds 2, 8, 2, 1, and 1, respectively. After binarization, the five protein reduced network has $2^5 = 32$ states. The transition probabilities of the reduced model (PBN $P_{\tau_1}$) are calculated using (8). Since all the states are communicating, recurrent and aperiodic, the Markov chain $P_{\Delta t}$ is ergodic and hence $P_{\Delta t}$ has a unique steady state probability distribution. The equivalence of the steady state probability distribution $\pi_1$ of $P_{\tau_1}$ and the collapsed steady state probability distribution $\zeta_1$ of $P_{\Delta t}$ is shown in Fig. 6.

Next, we proceed to study the effect of the control policy designed on the reduced network being applied to the original network. We consider the control objective of reducing the steady state masses of the high states in Fig. 6. Thus, the undesirable states are $16, 32$ (corresponding to binary states $[0, 1, 1, 1, 1]$, and $[1, 1, 1, 1, 1]$ respectively), and all other states are desirable. Similar to the two gene case, the cost of control is assumed to be $0.2$ and the discount factor $\alpha$ is taken to be $0.9$. Using dynamic programming, we generated the following optimal stationary control policy: application of control when in states 16 and 32 and no control when in all other states. The designed control policy is applied to both the reduced PBN model and the detailed CME model. The control policy for the states $a_{0-1} + 1$ to $a_i$ in the detailed CME model are same as the control policy for the state $i$ of the PBN. The steady state distribution $\pi_d$ of the PBN and the collapsed steady state distribution $\zeta_c = \pi_c$ of the CME model after application of the control policy are shown in Fig. 7. Similar to the two gene case, we observe that the collapsed probability distribution $\zeta_c$ and the controlled PBN probability distribution $\pi_d$ are very close to each other, though not exactly the same. We also notice that the steady state mass of the undesirable states is lower in Fig. 7 as compared to Fig. 6 while many of the desirable states have increased steady state masses, indicating that the control is effective.

The $\epsilon$ for this example is 0.1487. Thus, according to Theorem V.1, $|P_{\tau_1}(\delta, j) - P_{\Delta t}(\delta, j)| \forall \delta, j \in [1, \ldots, N]$ should be $\leq 2\epsilon = 0.2974$. For this example, the maximum of $|P_{\tau_1}(\delta, j) - P_{\Delta t}(\delta, j)| \forall \delta, j \in [1, \ldots, N]$ is $0.0335$ which is less than $2\epsilon = 0.29$. The infinity norm of $\pi_c - \pi_d$ for this example is 0.0365. The tightest condition number was $k_3 = 120$ which upper bounds $|\pi_d - \pi_c|_{\infty}$ by $k_3||E||_{\infty} = 120 \times 0.0091 = 8.292$. This shows the bound based on the condition number is not providing any new information for this specific example. The infinity norm of the residual $\pi_d(P_{\tau_1} - I_N)$ for the approximate solution $\pi_d$ for this example is 0.0013 which is less than $2\epsilon$ as proved in (19).

To study the change in value of $\epsilon$ relative to $\Delta t$, in Fig. 8 we plotted $\epsilon$ versus $\Delta t$ at intervals of 0.5 seconds starting at 0.1 second until 100 seconds. Then the interval was increased to 10 seconds. We notice that the value of $\epsilon$ increases at first reaching a maximum and then after two small oscillations decreases monotonically.

VIII. CONCLUSION

In this paper, we presented a reduction mapping from fine scale stochastic models represented by CMEs to coarse-scale models represented by PBNs. The mapping preserves the collapsed steady state distribution of the CME model. We formulated a parameter $\epsilon$ whose low value provides a sufficient condition for similarity of the steady state probability distributions of the controlled PBN $\pi_d$ and the collapsed steady state probability distribution of the controlled CME $\pi_c$. Bounds on the difference in the steady state probability distributions of $\pi_d$ and $\pi_c$ in terms of $\epsilon$ were derived. The effect of the control policy designed using the reduced network when applied to the fine scale model was evaluated through two biological examples. The simulations showed that the result of the control policy application on the fine-scale model was not far away from the result observed with the PBN model.
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